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This organizational history relates the role of 
the National Science Foundation (NSF) in the 
development of modern computing. Drawing 
upon new and existing oral histories, extensive 
use of NSF documents, and the experience 
of two of the authors as senior managers, 
this book describes how NSF’s programmatic 
activities originated and evolved to become 
the primary source of funding for fundamental 
research in computing and information 
technologies.

The book traces how NSF’s support has 
provided facilities and education for computing 
usage by all scientific disciplines, aided 
in institution and professional community 
building, supported fundamental research in 
computer science and allied disciplines, and 
led the efforts to broaden participation in 
computing by all segments of society.

Today, the research and infrastructure 
facilitated by NSF computing programs are 
significant economic drivers of American society and 
industry. The NSF has advanced the development of 
human capital and ideas for future advances in computing 
and its applications.

This account is the first comprehensive coverage of NSF’s 
role in the extraordinary growth and expansion of modern 
computing and its use. It will appeal to historians of 
computing, policy makers and leaders in government and 
academia, and individuals interested in the history and 
development of computing and the NSF.

http://books.acm.org
http://store.morganclaypool.com/acm
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“I like CR because it covers the full 
spectrum of  computing research, beyond the 
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a new perspective.”
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44 East Asia and Oceania Region
This technology-rich region—including 
the countries of Southeast Asia, 
Asia-Pacific, and Oceania—has many 
success stories to tell. Articles within 
this section explore an array of 
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projects, and real-world experiences  
in such areas as smart cities, 
cybersecurity, digital health initiatives, 
fake news detection, digital heritage 
preservation, digital economy 
enhancements, seL4 and  
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from the president

New Ways to Think 
About CS Education

DOI:  FirstName LastnameDOI:10.1145/3382126  Cherri M. Pancake

R
ECENT ARTICLES IN Commu-
nications have touched on 
our professional responsibil-
ities to society, including the 
importance of attracting 

more and diverse people to computing, 
integrating ethics into the technology de-
velopment cycle, and mitigating the ef-
fect of our conferences on the environ-
ment. Two new approaches could have 
impact on both the quality of CS educa-
tion and those societal concerns.

Reinforcing What Students  
Learn about Ethics
For decades, accreditation agencies have 
required that CS students be exposed to 
the ethical  responsibilities of a profes-
sional, typically through a course dedicat-
ed to societal aspects of computing. But 
as technology has taken over more as-
pects of daily life, concern has grown 
about whether CS graduates really learn 
enough about ethics and accountability. 
Harvard University has come up with a 
unique solution, called “Embedded Eth-
iCS.” It combines two tactics: interspers-
ing ethical discussions throughout the 
curriculum, and engaging the help of phi-
losophy faculty to co-teach relevant mate-
rial. The evolution of the initiative was 
described in the August 2019 issue (p. 54).

Taking an integrative approach rein-
forces the importance of ethics in creat-
ing and applying technology. Teaching 
ethics at just one point in the curriculum 
doesn’t really convey the extent to which 
we, as technologists, need to be alert to 
the ethical aspects of everything we do. 
The notion of pairing ethical scenarios 
with different topics should have been 
obvious long ago; the accompanying ta-
ble shows examples from common 
courses in the CS degree curriculum.

Partnering with philosophy experts adds 

another dimension. In computing, we fo-
cus on finding the best algorithm to solve 
a problem, but do not always analyze the 
impact of solving it in this way. Learning 
more about the framework of philosophi-
cal thinking gives students tools to recog-
nize when they are actually making ethi-
cal as well as technical choices—and that 
failure to consider those  consequences 
may lead to unwise choices. (Learn more 
at embeddedethics.seas.harvard.edu)

Creating New Pathways into CS
The shortage of computer scientists is a 
worldwide problem, but it has proven dif-
ficult to create new pathways into com-
puting. Oregon State University tackled 
the problem by targeting a largely un-
tapped resource: people with degrees 
from other disciplines who want to move 
into CS. It allows individuals without any 
computing background to complete a 
second degree in CS, on an accelerated 
schedule (similar to medical schools of-
fering accelerated MD degrees to re-
searchers with a Ph.D. in science) and 
from their own location.

The goal was attracting new audienc-
es to CS, so a key component is that al-
though it is an accredited BS program, no 
prior knowledge is assumed. Students 
come from fields as diverse as music, for-
estry, and healthcare, with about 25% al-
ready holding advanced degrees (includ-
ing Ph.D. and MD). Almost half report no 
prior experience with either program-

ming or online studies. Students can 
pace their coursework if they need to bal-
ance study with work or caregiving re-
sponsibilities.

In order to retain students, it was nec-
essary to create a virtual environment 
that mirrors the on-campus experience. 
Software was developed to mimic the “ac-
tive learning” format used in campus 
classrooms, including small-group in-
struction and interactive sessions with 
instructors and teaching assistants. Stu-
dents have the same advising, tutoring, 
and career services support they would 
receive on campus, and a new near-peer 
mentoring program pairs entering stu-
dents with experienced ones. An active 
online community has developed where 
past and current students interact with 
peers and potential students. (Learn 
more at eecs.oregonstate.edu/academic/
online-cs-postbacc.)

If adopted widely, both approaches 
have ancillary benefits that could prove 
transformative as well. The Harvard ini-
tiative keeps ethical issues in the fore-
front of teachers’ minds, too. The Oregon 
State initiative helps increase the diversi-
ty of the computing workforce, and raises 
awareness of how remote participation 
can mimic “being there” without the en-
vironmental impact of travel or commut-
ing. As recent Communications authors 
have pointed out, all three of those cul-
tural changes are important to the future 
of our profession. 

Courses typically included in the CS curriculum.

Course Types of Ethical Challenges Addressed

Networks Social media, fake news, and the ethics of censorship

Programming Languages Ethics in software verification and validation

Data Systems Privacy in the design of data systems

Usability Inclusive design and equality of opportunity

Artificial Intelligence Machines and moral decision-making

http://dx.doi.org/10.1145/3382126
http://embeddedethics.seas.harvard.edu
http://eecs.oregonstate.edu/academic/online-cs-postbacc
http://eecs.oregonstate.edu/academic/online-cs-postbacc
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cerf’s up

I
N THIS COLUMN, I want to draw 
your attention to two books. 
One has been published to 
great acclaim and the other is 
still in process. They resonate 

with a visceral intensity for which I was 
honestly unprepared and surprised. 
The first, Multisensory Experiences, 
Where the Senses Meet Technology, by 
Carlos Velasco and Marianna Obrist, 
is to be published by Oxford University 
Press. The authors explore concepts we 
experience every day but don’t neces-
sarily understand fully. We are famil-
iar with the five senses (sight, sound, 
touch, taste, smell). Our brains trans-
duce these physical phenomena into 
neural pulses that flood along many 
pathways and interact in many ways. 
Interestingly, all these senses are trans-
lated into essentially similar neural 
signals but they are processed in a com-
plex and interconnected neural web 
producing what we call experience.

Sensory memories are powerful. 
When I smell cigar smoke, I am trans-
ported back to my early childhood 
with my grandfather and mother dur-
ing World War II. The olfactory mem-
ory recalls sights, sounds, scenes, and 
other sensory phenomena. Our senses 
are linked, not only in real time but 
also in recall.

We are learning more about our 
senses as our ability to measure phe-
nomena improves. Taste is more than 
sweet, sour, bitter, salty, umami, and 
metallic since it is also heavily com-
bined by our brains with smell. Most of 
the taste of wine is olfactory, for exam-
ple. If reincarnation is real, I hope I am 
reincarnated as a wine-tasting dog! We 
are also learning there are neural cir-
cuits in the brain that literally function 
as spatial maps allowing us to navigate 
to places we have been before. It is re-
markable how quickly these maps can 
be constructed.

This book posits that it is possible 
to deliberately create multisensory 
experiences in the form of art and to 
explore how experience can be altered 
with subtle changes in sensory ambi-
ence. A scene can go from cheerful 
and uplifting to scary and threatening 
depending on the choices made for 
background sound. For me, this illus-
trates viscerally, how experience is in-
fluenced by multimedia inputs.

Understanding and appreciating 
multisensory experience can come 
in many forms. The famed chef José 
Andrés invented new restaurants 
where especially talented chefs pro-
duce tiny, bite-sized tapas that pro-
duce unexpected multisensory ef-
fects. One dish is made with liquid 
nitrogen (I kid you not!) and after you 
pop this into your mouth, your outgo-
ing nasal breath makes you look like 
a dragon. Another looks like a little 
palm frond beach hut, but it is actu-
ally a deconstructed Caesar salad. 
Your eyes tell you one thing but you 
mouth and nose tell you otherwise. 
You will find many examples of these 
kinds of artificially generated multi-
sensory experiences accounted for in 
the book. I think you will find it an 
eye-opening experience to read what 

these authors have to say about the 
conflation of our senses produced by 
high-dimensional synthetic effects. 
There is nothing simple about our 
senses and this book explains why.

The second book I call to your atten-
tion is the 2015 Pulitzer-prize winning 
All the Light We Cannot See, by Anthony 
Doerr. By good fortune, I read this book 
after reading Multisensory Experiences. 
Marie-Laure is blind and her father is 
teaching her to navigate the town they 
live in. It is difficult, but eventually 
success comes. Now experience the 
multisensory ensemble she uses to 
navigate home:

“… one snowy Tuesday in March she 
squats on her heels on the sidewalk. 
The faintly metallic smell of the fall-
ing snow surrounds her. Listen. Cars 
splash along streets, and snowmelt 
drums through runnels; she can hear 
snowflakes tick and patter through 
the trees. She can smell the cedars in 
the Jardin des Plantes a quarter mile 
away. Here the Metro hurtles beneath 
the sidewalk: that’s the Quai Saint-
Bernard. Here the sky opens up, and 
she hears the clacking of branches: 
that’s the narrow stripe of gardens 
behind the Gallery of Paleontology… 
They walk up their street now, she is 
sure of it. They are outside their build-
ing. Marie-Laure finds the trunk of 
the chestnut tree that grows past her 
fourth-floor window, its bark beneath 
her fingers. Old friend…”1

I strongly recommend both books. 
May your senses combine in collabora-
tive celebration! 
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letters to the editor

CS + CS
I read “When Human-Computer In-
teraction Meets Community Citizen 
Science” (Feb. 2020, p. 31–34) with 
interest given my own, multidisci-
plinary exploration of similar terri-
tory. The authors do a nice job of de-
scribing the increasingly wide range 
of citizen science activities. Not only 
do many leading the expansion of 
citizen science refer to it as CS, a chal-
lenge for those of us who use that term 
for computer science, but that recent 
expansion has been occasioned by 
the launch and growth of online plat-
forms, laying a foundation for the in-
tersection of the two kinds of CS, as is 
implicit in the article.

I led a small team at RAND that 
has published two small reports on 
community citizen science. The 
Promise of Community Citizen Sci-
ence2 came out in 2017; Community 
Citizen Science: From Promise to Action1 
came out in 2019. So, while we 
would like to think we were the ones 
to introduce the concept, we applaud 
the work of Yen-Chia Hsu and Illah 
Nourbakhsh and hope that we can 
find a way to collaborate.

 Marjory S. Blumenthal,  
Washington, D.C., USA
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Editor-in-Chief response
It’s great to see excitement and energy in 
this important area!

Andrew A. Chien, Chicago, IL, USA
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I 
READ “AUTOMATED PROGRAM REPAIR” 
with interest (Dec. 2019, p. 56–65). 
This is exciting technology that, 
if successful, holds out the 
promise of substantially im-

proving software quality. While the ar-
ticle highlights systems developed by 
the first and third authors (GenProg, 
SemFix, Angelix), it omits quantitative 
data that can provide a more complete 
picture of the capabilities of extant pro-
gram repair systems. My hope is this 
quantitative data can help researchers 
and practitioners better understand the 
capabilities and current limitations of 
this promising technology.

The most complete evaluation of 
the GenProg system was reported in Le 
Goues et al.,1,2 which examines results 
for a superset of the defects originally 
considered in Le Goues et al.3 Unfortu-
nately, as reported in Qi et al.7 and com-
municated to the authors of Le Goues3 
in fall of 2014, the experimental setup 
contains a variety of test harness and 
test script issues. When these issues are 
corrected, the results show that Gen-
Prog does not fix 55 of 105 bugs, as one 
might reasonably expect from reading 
the title of the article. Instead, GenProg 
fixes only two bugs, highlighting the re-
markable ineffectiveness of GenProg as 
an automatic patch generation system. 
Moreover, only 69 of the reported 105 
bugs are bugs—the remaining 36 are 
deliberate functionality changes.

I note this ineffectiveness may not 
be widely recognized—despite being 
informed of these results in fall of 2014, 
and despite the publication of Qi,7 at 
press time, websites maintained by the 
authors of GenProg still do not reflect the 
corrections required to accurately repre-
sent the capabilities of the GenProg sys-
tem (for example, see https://squareslab.
github.io/genprog-code/).

For comparison, the Prophet sys-
tem,6 the current state of the art on 
this benchmark set, generates correct 
patches for 18 of the 69 defects. But 
for another 21 defects, Prophet gener-
ates incorrect patches that neverthe-
less validate. This situation requires 
developers to manually filter the vali-

dated patches, with developer evalua-
tion effort and false positives an im-
portant concern.

These quantitative results can pro-
vide insight into why current com-
mercial automatic patch generation 
systems such as those discussed in the 
article focus on specific defect classes 
such as null dereference defects. Fo-
cusing on these classes enables the 
development of more narrowly tailored 
techniques that can aspire to fix a larg-
er proportion of the defects with fewer 
false positives.4,5

In the near term, I think we can ex-
pect patch generation systems that 
focus on specific defect classes to play 
an increasingly prominent role in 
maintaining large software systems. 
Because of the substantial redundancy 
present in and across most large soft-
ware systems, as well as the availabil-
ity of multiple sources of information 
such as revision histories present in 
software repositories, I would expect 
efforts directed at broader classes 
of defects to pay off in the future. Of 
course, accurate reporting of relevant 
results can play an important role in 
helping the field progress.

 Martin Rinard,  
Cambridge, MA, USA
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science to CS majors often do not meet the 
needs of this wider student audience … The 
goal of the CUE.NEXT workshops is to ini-
tiate a national dialog on the role of com-
puting in undergraduate education. Com-
puting educators and CS departments, 
as well as colleagues and academic units 
representing other stakeholder disciplines, 
will work together to understand and ad-
dress the challenges.

U.S. academic institutions participat-
ing sent a team of CS and other-than-CS 
faculty to develop approaches for pro-
viding CS education to other-than-CS 
undergraduates. I was there for the day, 
participating in two breakout sessions 
and giving my keynote. The first break-
out session was amazing; I learned new 
perspectives about the challenges of 
growing CS education in K–12 in the U.S.

Educating K–12 Teachers
The first breakout sessions were orga-
nized by discipline. All three CUE.NEXT 
workshops included faculty interested 
in STEM, engineering, humanities, arts 
and media, economics, and social sci-
ences. I went to a breakout session on 

Education. Around the table were more 
than a dozen education faculty interest-
ed in providing new or developing teach-
ers (pre-service) the computing educa-
tion they would need.

Because of my work with the ECEP Al-
liance (https://ecepalliance.org/), I know 
education faculty pushing for comput-
ing in teacher development, and I’m rea-
sonably familiar with teacher policies in 
a handful of states. The education fac-
ulty around the table at the CUE.NEXT 
workshop were from states I wasn’t fa-
miliar with. They were faculty in math 
and science education dealing with new 
demands for computing education. 
This was a different sample of education 
faculty than I had worked with before.

I’ll structure my report in terms of 
quotes I have in my notes.

“Lots of education faculty think CS is 
going to go away.”

I was surprised by that. I think of 
computing education as a new liter-
acy (as described on the Computing 
Education Research Blog, http://bit.
ly/2v1Ug1M), and while we’re currently 
pretty small (see data in my earlier blog, 
http://bit.ly/2vHAGs1), we’re growing. 
CS education for all is inevitable, or 
so I thought. There have been lots of 
education fads over the years (as ob-
served in http://bit.ly/2Scy90N); many 
education faculty think teaching pro-
gramming is just the latest.

“CS isn’t real or relevant, vs. hammer 
to nail.”

There are several comparisons be-
tween computer science and shop 
classes. Shop classes include things 
like woodworking and automotive re-

Mark Guzdial  
Inventing Computing 
Education to Meet All 
(Especially Teachers) 
Undergraduates’ Needs:  
CUE.NEXT Workshops

 http://bit.ly/2RVYGk6 
January 3, 2020
In December, I had the honor of pro-
viding a keynote talk at the CUE.NEXT 
Workshop in Washington, D.C. The goal 
of the CUE.NEXT workshop series is to 
envision the future of computing in un-
dergraduate education. At the website 
(https://cue.northwestern.edu/), orga-
nizers Larry Birnbaum, Susanne Ham-
brusch, and Clayton Lewis describe the 
purpose of the workshop:

Computing and computer science have 
become relevant to undergraduate educa-
tion in all disciplines. Academic institu-
tions are challenged to meet the demand 
of the growing and increasingly diverse 
student body seeking to learn more about 
computing, computer science, and the role 
of computation in their own disciplines. 
Courses and curricula aimed at teaching 
the fundamental technologies of computer 

Teaching Teachers  
to Offer STEM  
to Undergrads  
Mark Guzdial considers how teaching computing to undergraduates 
requires better education of the teachers as well.
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pair. Those are real, and deal with con-
crete things. Computer science doesn’t 
seem nearly as real or relevant to the 
teachers in their programs.

“I’m teaching elementary school, so I 
don’t need programming.”

The education faculty around my 
table saw that as a problem, that teach-
ers focused on elementary school saw 
programming as scary and not really 
necessary or helpful. They talked about 
using cute robots as a way of drawing in 
elementary school teachers.

“Science education is so packed. We 
can’t fit programming in.”

Most requirements in teacher profes-
sional development programs in the states 
represented around the table are fixed by 
state law or regulation. The schools have 
few options. Particularly in programs in 
science and mathematics, there are no 
electives; all the classes are required. 
There is simply no place for another 
course to teach computer science. If we 
want science and mathematics teachers 
(among others) to learn about comput-
ing, we have to integrate it into existing 
classes. We heard about faculty fitting 
programming into science or mathematics 
methods (“how to teach X”) courses, or 
into educational technology courses.

“Less trying to teach programming 
to teach programming, and more pro-
gramming to serve the domain.”

Nobody around the table with me 
was trying to teach future computer sci-
ence teachers. They had no resources 
to do that. They were teaching future 
teachers to use programming to serve 
the domains they’re teaching.

I asked the science ed faculty around 
the room what integration approach-
es they were using: Bootstrap Physics 
(https://www.bootstrapworld.org/mate-
rials/physics/), or Project GUTS for Mid-
dle School Science (https://www.project-
guts.org/), or CT-STEM with NetLogo 
(https://ct-stem.northwestern.edu/), or 
something else? There was a long pause, 
then one professor spoke up:

“I don’t know most of the words you 
just said.”

Projects grown out of computing 
education are mostly unknown to math 
and science educators. The education 
faculty at the table with me were “grow-
ing their own.” They were working with 
Scratch or App Inventor and trying to 
map from science standards in their 
state to computing activities.

There was a long discussion about 
barriers to entry for teachers. Math  
classes are one barrier; a lot of potential 
future teachers never make it past math 
classes. When math content is taught 
by education faculty, future teachers 
do better, but that creates a huge load 
on education faculty. Burnout is a sig-
nificant problem. The education faculty 
are worried computer science might be-
come the next barrier to teachers.

If we really want pre-service teachers 
to learn about computer science, these 
are the lessons that we have to hear. We 
have to learn about their problems and 
help to address them.

We Don’t Need CS Faculty to Teach CS
My keynote slides are at http://bit.ly/ 
31G9EgR.

I started with a review of the state of 
high school CS education today, to make 
the point few U.S. high school students 
ever take a CS course. If you want your 
undergraduates to learn CS, you have to 
put it in your undergraduate curriculum.

I told three stories: About how we de-
signed the Media Computation course 
for liberal arts majors at Georgia Tech, 
about the need for Computational Liter-
acy, and about how CS pedagogy needs 
to change to reach other-than-CS ma-
jors. (The last part is available as a video 
at http://bit.ly/395y59T.)

I ended with a claim that undergrad-
uate teachers of computer science do 
not have to be computer science facul-
ty. The most important knowledge a CS 
teacher needs is about the practices of 
computing within that discipline. CS 
faculty is likely know about software 
development practices; they don’t nec-
essarily know how computing is used 
in science, engineering, mathemat-
ics, liberal arts, or social sciences. 
The next most important knowledge 
is called pedagogical content knowl-
edge: how to teach CS well. CS faculty 
tend not be well-informed about how to 
teach CS well (as described in the blog 
post at http://bit.ly/2UjSbca). It’s not 
clear there’s an advantage in having CS 
faculty teaching non-CS majors — and 
we don’t have the capacity in U.S. uni-
versities. We should share the load.

Mark Guzdial is a professor in the Computer Science & 
Engineering Division, and in the Engineering Education 
Research program, of the University of Michigan. 
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This book celebrates Michael Stonebraker’s accomplishments that led to his 2014 

ACM A.M. Turing Award “for fundamental contributions to the concepts and practices 

underlying modern database systems.”

The book describes, for the broad computing community, the unique nature, 

significance, and impact of Mike’s achievements in advancing modern database 

systems over more than forty years. Today, data is considered the world’s most 

valuable resource, whether it is in the tens of millions of databases used to manage 

the world’s businesses and governments, in the billions of databases in our 

smartphones and watches, or residing elsewhere, as 

yet unmanaged, awaiting the elusive next generation of 

database systems. Every one of the millions or billions 

of databases includes features that are celebrated by 

the 2014 Turing Award and are described in this book.

http://books.acm.org
http://www.morganclaypoolpublishers.com/acm
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RIVEN BY ADVANCED techniques 
in machine learning, commer-
cial systems for automated 
language translation now 
nearly match the perfor-

mance of human linguists, and far more 
efficiently. Google Translate supports 
105 languages, from Afrikaans to Zulu, 
and in addition to printed text it can 
translate speech, handwriting, and the 
text found on websites and in images.

The methods for doing those things 
are clever, but the key enabler lies in 
the huge annotated databases of writ-
ings in the various language pairs. A 
translation from French to English 
succeeds because the algorithms were 
trained on millions of actual transla-
tion examples. The expectation is that 
every word or phrase that comes into 
the system, with its associated rules 
and patterns of language structure, will 
have been seen and translated before.

Now researchers have developed a 
method that, in some cases, can auto-
matically translate extinct languages, 
those for which these big parallel data 
sets do not exist. Jiaming Luo and Regi-
na Barzilay at the Massachusetts Insti-
tute of Technology (MIT) and Yuan Cao 
at Google were able to automate the 
“decipherment” of Linear B—a Greek 

Dead Languages 
Come to Life
Artificial intelligence automates 
the translation of extinct languages.

Science  |  DOI:10.1145/3381908  Gary Anthes

http://dx.doi.org/10.1145/3381908
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language predecessor dating to 1450 
b.c.—into modern Greek. Previous 
translations of Linear B to Greek were 
only possible manually, at great effort, 
by language and subject-matter ex-
perts. The same automated methods 
were also able to translate Ugaritic, an 
extinct Semitic language, into Hebrew.

How It Works
In a recent paper, Neural Decipherment 
via Minimum-Cost Flow, the three com-
puter scientist authors describe a two-
step process. The first part, operating 
at the character level, uses a conven-
tional neural network to predict the 
correct character in each word in the 
decipherment, based on prior knowl-
edge of the patterns that tend to match 
across the two languages. The second 
step uses a linear program to minimize 
deviations of the derived vocabulary 
from the previously manually translat-
ed vocabulary. The two steps iterate 
back and forth and together attempt to 
translate words that are “cognates”—
words with the same derivation.

“These two parts are complementa-
ry to each other,” says Luo, a Ph.D. stu-
dent at MIT. “The linear program pro-
vides a global perspective that looks at 
the entire derived vocabulary, and it 
can utilize the information that is not 
readily available for a conventional lo-
cal neural net. On the other hand, neu-
ral nets are very good at extracting local, 
character-level patterns that are harder 
to formulate using a linear program.”

The lack of parallel data for train-
ing, and the scarcity of ancient texts, 
make decipherment the “ultimate low-
resource challenge for both humans 
and machines,” the researchers say in 
their paper. A typical manual decipher-
ment “spans decades and requires en-
cyclopedic domain knowledge, prohib-
itive manual effort, and sheer luck.”

Taylor Berg-Kirkpatrick, an assistant 
professor in the department of computer 
science and engineering at the University 
of California, San Diego, was not involved 
in this work, but has done similar re-

search in unsupervised translation by 
machine learning. As he explains, the 
three scientists writing the paper “explic-
itly pose the problem of cognate match-
ing as a combinatorial optimization 
problem, and conceptually divide the 
problem into alphabet- and cognate-
matching. What their paper does that’s 
quite new is make use of high-capacity 
neural nets within this framework. It 
works quite well.”

The three scientists employ “a smart 
way of biasing the model to be simple, 
while letting it still be flexible,” Berg-
Kirkpatrick says. “It doesn’t reorder 
characters; it just looks at the input left-
to-right and changes the characters to 
the new alphabet, possibly deleting or 
inserting a character here and there. 
It’s a sort of fuzzy alignment, not a con-
crete alignment.”

Automated translation without exten-
sive training on parallel datasets gener-
ally requires developers to know in ad-
vance how two languages are related, 
with similar alphabets, structures, and 
patterns. These patterns are predictable 
and tend to repeat, and they can be 
matched across languages that are from 
the same family. For example, English 
verbs often assume the past tense with 
“-ed” added, while German verbs do that 
with the “ge-” prefix. “The stronger the 
prior knowledge—the inductive bias— 
that you put into the algorithm, the less 

data you will need,” says Cao, a research 
engineer at Google.

The researchers knew from earlier 
manual translations that Linear B and 
Greek have many cognates. While these 
cognates have the same origin, they have 
changed in slightly different ways over 
the years. The neural network-linear 
program system could use this knowl-
edge to iterate through successively ac-
curate decipherments, says Regina Bar-
zilay, a professor of computer science 
and artificial intelligence at MIT. The 
method could translate between Linear 
B and Greek, but not directly from Lin-
ear B to French because those languages 
are too dissimilar, she says.

The algorithms were able to deci-
pher Linear B with 67% success, mean-
ing two-thirds of the cognate pairs were 
translated correctly. The other third was 
translated incorrectly based on the ear-
lier, manually created dictionary, while 
non-cognates were not considered. “We 
need to find another way to solve that 
piece; words that don’t have a common 
origin or that are not in the manually 
created database,” says MIT’s Luo.

Luo says commercial systems like 
Google Translate work at the semantic 
level, converting entire sentences from 
one language to another in a way that 
tries to preserve their meaning. Howev-
er, “decipherment” does only character-
mapping and word-matching of cog-
nates and does not get at the overall 
meaning of a block of text.

Application to Other Languages
In a sense, the translations of Linear B 
and Ugaritic by neural network were 
only proofs of concept—albeit impor-
tant ones—as those languages were al-
ready translated. The next step—which 
computer scientists say will be much 
more difficult but not impossible—will 
be to try the ideas on so-far-undeci-
phered languages.

Barzilay says earlier manual at-
tempts to decipher Linear B failed be-
cause researchers didn’t think Linear B 
was related to Greek. They struggled un-
successfully for years to translate it into 
other languages, not succeeding until 
1953, when the British architect and lin-
guist Michael Ventris tried Greek. “So, 
finding the right related language is re-
ally crucial,” Barzilay says.

The three colleagues are now working 
to extend their methods to other extinct 

There are 7,000 known, distinct languages in the world 
 ˲ 2,500 are endangered (children no longer learn to speak them)
 ˲ 230 have become extinct since 1950 (there are no speakers left)

Source: UNESCO

By the Numbers

A lack of parallel 
training data and 
scarce ancient texts 
make decipherment 
the “ultimate  
low-resource 
challenge for humans 
and machines.”
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is sort of archaeology for languages.” At 
a minimum, these advanced machine 
learning and artificial intelligence tech-
niques will be a big help to scholars 
who previously lavished huge efforts on 
manual translations, he says.

“Their paper serves as a new demon-
stration that constraint-based methods 
and neural methods can work together 
to solve unsupervised problems,” Berg-
Kirkpatrick says. “I hope this will serve to 
reinterest the NLP [natural language pro-
cessing] community in historical deci-
pherment problems.”

Neural decipherment via minimum-
cost flow potentially may have application 
even beyond language translation. For ex-
ample, the concepts might be applied to 
DNA sequence-alignment, in which biolo-
gists try to find small matching segments 
of DNA, called “motifs,” on the same or 
similar strands of DNA. That problem re-
sides in a broad class of applications 
called “correspondence induction.” 
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the 2011 Conference on Empirical Methods 
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Gary Anthes is a technology writer and editor based in 
Arlington, VA, USA.
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languages; for example, Iberian. Howev-
er, Iberian, which was used by the indig-
enous people of the Iberian Peninsula 
(present-day home of Spain and Portu-
gal) more than two millennia ago, has 
never been deciphered by any means, 
and presents several difficulties. One is 
that some of the existing texts lie in large 
monolithic blocks of characters, making 
it difficult to identify discrete words.

Even more problematic is that there is 
no agreement as to what other known 
language(s) might share a common ori-
gin with Iberian. There is debate, indeed 
controversy, among archaeological lin-
guists as to whether the ancient Iberian 
language is related to Basque, to Aquita-
nian (a precursor of the Basque lan-
guage) or to some other extinct language. 
“We believe that by automating the avail-
able data, we can shed light objectively 
on the subject to bring some under-
standing to what happened, and to Euro-
pean history,” Luo says.

In the meantime, there is more work 
that could be done with Linear B and Uga-
ritic, Cao says. The methods described in 
the recent paper only model the “surface 
form” (individual letters, not whole words 
at once) of the input text so as to find cog-
nates. “What we didn’t do is consider the 
semantics of words, the context of words,” 
he says. “Similar words tend to occur in 
similar contexts, so that’s a big piece we 
have to add to the algorithm. And what 
about non-cognates, or phrases? These 
are much harder, but not impossible. We 
are working on things like that.”

Does society really need to know 
more about languages that have not 
been spoken for centuries? “You might 
as well ask what’s the point of doing re-
search on archaeology,” Cao says. “This 

ACM 
Member 
News
AT THE INTERSECTION 
OF COMPUTATIONAL 
GEOMETRY AND ROBOTICS 

“In elementary 
school, I loved 
geometry. In 
high school,  
I fell in love with 
computers,” 
recalls Dan 

Halperin, a professor in the 
School of Computer Science of 
Israel’s Tel Aviv University. “In 
college, I discovered 
computational geometry, which 
brings the two together.”

Halperin earned 
undergraduate degrees in math 
and computer science, and his 
master’s and Ph.D. degrees in 
computer science, all from Tel 
Aviv University.

After receiving his doctorate, 
Halperin spent three years in 
the computer science robotics 
laboratory of Stanford University 
in California, before returning 
to Israel to join the faculty of Tel 
Aviv University. 

One research emphasis 
during his career has been 
robust geometric computing, 
which concerns how geometric 
algorithms may be successfully 
implemented. Now, however, 
Halperin works at the intersection 
of robust computational geometry 
and robotics. 

“I focus on motion and 
separability in tight settings, 
and this is manifested in 
multi-robot motion planning, 
assembly planning, and a variety 
of modern manufacturing 
techniques,” Halperin says. The 
emphasis is on tight settings, 
where the implementation of 
algorithms is difficult and subtle, 
calling for specialized tools like 
the Computational Geometry 
Algorithms Library (CGAL).

CGAL provides access 
to an open source library of 
geometric algorithms. Halperin 
sees CGAL as unique in this 
area, because it can help solve 
some challenging problems in 
implementing such algorithms. 
“CGAL is something special, in 
my view of robotics,” he says.

Halperin sees many 
opportunities, problems, and 
mysteries to solve in robotics, 
which he expects will provide 
him with ample material to 
work on in the coming years.
—John Delaney

Neural decipherment 
via minimum-cost 
flow may have 
application beyond 
even language 
translation, in  
areas like DNA 
sequence-alignment.

https://www.aclweb.org/anthology/D17-1011/
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https://arxiv.org/pdf/1906.06718.pdf
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https://www.aclweb.org/anthology/P08-1084/
https://www.aclweb.org/anthology/P08-1084/
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saud. “When you sniff an odor, which 
very often contains hundreds of com-
pounds, you are producing patterns of 
signals, and that pattern of information 
is then interpreted by your brain as the 
odor of an apple, coffee, or a flower.”

While mimicking this approach in 
artificial systems remains a challenge 
today, the ability to share training data 
and machine learning models has led 
to advances, according to materials 
scientist Patrick Ruch of IBM Research 
– Zurich. Ruch and his group recently 
developed Hypertaste, an artificial 
tongue that works like human taste and 
smell. Hypertaste consists of an array of 
polymers deposited on electrode pads. 
Different liquids will activate different 
polymers, generating unique voltages. 
By measuring and recording the voltage 
patterns, Hypertaste compiles a kind of 
digital fingerprint of a liquid.

“A sommelier would taste a lot of 
different wine samples to estimate 
different types of taste and sensory 
attributes,” Ruch explains. “In a simi-
lar way, we have to train an electronic 
tongue before it gives us useful infor-
mation. We can train it to recognize 

P
ICK IN G OUT THE differences 
between high-end whiskeys 
might be easy for a seasoned 
Scotch drinker, but until 
recently, this skill eluded 

artificial systems. Now researchers at 
the University of Glasgow have devel-
oped an artificial tongue capable of 
distinguishing between drams of Glen- 
fiddich, Glen Marnoch, and Laphroaig 
whiskeys with 99% accuracy.

The “tongue” itself consists of tiny 
gold receptors that measure just 100 
nanometers across, or approximately 
one-thousandth the width of a human 
hair. These bits of gold, which exhibit 
unusual optical properties at the na-
noscale, function as artificial taste buds. 
When exposed to a liquid, the receptors 
change color. The researchers measure 
and track the changes across multiple 
receptors, then build up a statistical 
model of a given liquid’s attributes.

Overall, the system works as a human 
tongue does, according to University of 
Glasgow biomedical engineer Alasdair 
Clark, the lead researcher on the proj-
ect. “If we humans are given a beverage, 
we can tell if it’s whiskey or water, but 
we couldn’t tell you the chemicals in-
side,” Clark notes. “The artificial tongue 
works in a similar way. It can’t tell you 
about the chemicals, but you can train it 
to recognize particular beverages.”

Scientists have been working to 
develop artificial tasting systems and 
electronic noses since the late 1980s, 
but those initial efforts were stalled by 
technological shortcomings and a lack 
of understanding of the physiology and 
information processing behind taste 
and smell.

Today, that situation has changed.
“We have a lot more detailed in-

formation about how the biological 
systems behind taste and smell work 
now,” says biochemical engineer 
Krishna Persaud of the U.K.’s Universi-

ty of Manchester. “The technology has 
also improved, in terms of computing, 
electronics, and pattern recognition. 
This has allowed much more powerful 
instruments to be developed.”

The Complexity of Taste and Smell
By the early 1990s, researchers had re-
alized that smell and taste would not 
be as easy to replicate as vision or hear-
ing. “It’s very easy to define what we’re 
measuring with vision or audio, but for 
smell that is highly, highly complex,” 
says physicist Jan Mitrovics of JLM In-
novations, a German e-nose technol-
ogy company. “We can build cameras 
that see much better than a human, 
but when it comes to smell, to odor, 
that’s not really possible.”

The human olfactory system relies 
on approximately 400 different types 
of smell receptors. A given chemical 
might activate roughly 10% of these 
receptors in the nose, and our brains 
then process this information to iden-
tify a particular smell. “If you think of a 
biological nose, what you have are lots 
of sensors which can detect chemicals, 
but they’re not very selective,” says Per-

Machine Learning,  
Meet Whiskey 
Technologies are coming increasingly closer  
to approximating the human senses of taste and smell.

Technology  |  DOI:10.1145/3381913  Gregory Mone

The smartphone displays the results of Hypertaste, an AI-assisted “tongue” app from  
IBM Research that uses electrochemical sensors to analyze complex liquids.

http://dx.doi.org/10.1145/3381913
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different liquids by associating digital 
fingerprints with these liquids.”

Hypertaste is sensitive enough to 
distinguish between mineral waters 
from different regions with an accura-
cy of up to 97%. The system, packaged 
into a small device that can be clipped 
to the edge of a glass, relays data to a 
mobile app, which transfers the data to 
the cloud, where it is fed into a machine 
learning model. This allows Hypertaste 
to be used on liquids it has not been ex-
posed to before. “Within a second, you 
get a reply back from the model that 
calculates a confidence score,” Ruch 
says, “and based on that, it tells you the 
class of liquids in the training database 
most similar to the tested one.”

At JLM Innovations, Mitrovics and 
his team develop similar technolo-
gies focused on smell, including the 
SniffPhone, a European Union-funded 
project that involved multiple institu-
tions and could yield a non-invasive 
medical diagnostics tool. When a pa-
tient breathes into the handheld Sniff-
Phone, an array of sensors captures 
a pattern of the person’s breath. The 
information is transferred to a cloud 
server for processing, and the results 
are presented to a doctor.

Mitrovics has been involved in artifi-
cial smell since the early 1990s, and he 
says such capabilities were not possi-
ble until recently. “The sensor technol-
ogy has evolved and become cheaper, 
more reliable, and much smaller,” he 
notes. “We can build small intelligent 
devices that use artificial intelligence 
and pattern recognition, and that has 
led to many developing applications.”

A World of Applications
The medical diagnostics potential of 
smell has been recognized for a while—
dogs can alert diabetics when their blood 
sugar or insulin levels drop too low—but 
there are other commercial applications 
as well. The same holds for artificial 
taste. The tongue developed by Clark 
and his team could be used to identify 
counterfeit whiskey, for instance.

Similarly, an artificial taste and 
smell system developed by the Aromyx 
Corporation of Mountain View, CA, is 
being tested for quality-control appli-
cations. One Aromyx customer buys 
large volumes of fruit juice. Occasion-
ally the juice spoils, and the company 
needs to know as quickly as possible. 

Today, the company identifies spoilage 
using human testers, but Aromyx is 
testing a more quantifiable alternative. 
Aromyx develops biosensors modeled 
after the actual receptors used in hu-
man taste and smell. In this case, Aro-
myx identified an olfactory receptor 
that responds to spoiled juice, and re-
produced the receptor in its artificial 
system to pick out the signal. “It takes 
all that human subjectivity out of it and 
they can measure directly how much of 
that bad flavor is present,” says Aromyx 
CEO Josh Silverman.

Artificial noses could be used to 
sense changes in environmental con-
ditions indoors, and prompt people to 
open windows. They could more pre-
cisely measure the olfactory properties 
of coffee to ensure large companies 
maintain a consistent flavor profile in 
their beans. The potential applications 
are numerous, but at least one signifi-
cant hurdle remains before these sys-
tems can approach the power of human 
taste and smell.

“We’re doing pattern recognition,” 
says Mitrovics from JLM, “and you 
need lots of data to do good pattern 
recognition.”

Building Better Datasets
In his company’s case, that means test-
ing medical diagnostic applications 
with more patients. Clark’s artificial 
tongue would benefit from more data, 
too. If it were exposed to thousands of 
samples, then trained on a machine 
learning model, Clark predicts his ar-
tificial tongue could identify the char-
acteristics of liquids it had never been 
exposed to previously.

Scientists involved with an IBM 
project focused on applying artificial 
intelligence to olfaction recently did 
exactly that. IBM Research team leader 
and geneticist Pablo Meyer was able to 
work with a dataset consisting of rat-
ings from 49 people who ranked and 
categorized the olfactory characteris-
tics of 500 different molecules using 21 
simple words, such as flowery, sweet, 
and sour. Based on these results, his 
group then trained a machine learning 
algorithm using the physical character-
istics of the molecules being smelled, 
and this model was able to accurately 
predict their smell ratings. Their sys-
tem can look at a molecule and pre-
dict its olfactory characteristics. “The 

breakthrough is that for the first time 
we could really predict words that 
would describe a molecule,” Meyer 
explains. “We can predict what some-
thing is going to smell like.”

This was all possible, Meyer says, be-
cause of the quality of the data. “What 
has advanced the field is that we were 
able to find a new dataset,” he notes. “A 
large single dataset can be that good.”

The next challenge will be compil-
ing more of these datasets, which is no 
small hurdle given the subjectivity of 
taste and smell. “It’s not like you’re tak-
ing a picture with a smartphone camera 
or a professional camera; those pic-
tures all look the same, so you can train 
from one to another,” notes Ricardo 
Gutierrez-Osuna, a professor in the de-
partment of computer science and engi-
neering of Texas A&M University. “With 
cameras, you have the primary colors: 
red, green, and blue. With smells, there 
are no known primary odors.”

Still, researchers are encouraged by 
recent developments, and point to a 
bright future for these systems driven 
by continued improvements in sen-
sors and computing, and increasing 
knowledge of how the biological ana-
logues work. “The technology that is 
going to unlock the potential of these 
artificial tongues and noses is really 
just emerging,” says Ruch.  

Further Reading
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Data analytics is being done more 
frequently because “people are start-
ing to really get a sense of how urgent 
it is’’ to keep students in school, says 
Glenda Morgan, a senior director and 
analyst in market research firm Gart-
ner’s Higher Education division.

“Tuition is a big income stream and 
the proportion of state funding has 
gone down dramatically and the por-
tion students are paying has gone up,’’ 
she says. There has also been a mind 
shift from not just getting students into 
college but “increasingly, it’s ‘Okay, we 
got them in the door; let’s get them to 
succeed and get out on the other side,’” 
Morgan says.

Also, the analytics tools have gotten 
better, so campus officials are becom-
ing more knowledgeable about what it 
takes to help students, especially those 
at risk of dropping out.

Although analytics in higher educa-
tion is still in the early stages of imple-
mentation, 40% of CIOs say they will re-
ceive increased funding for it in 2019, 
according to Gartner research on the 
“Top 10 Business Trends Impacting 
Higher Education in 2019.”

“More and more demand is being 
put on campuses to use analytics to 
improve student success … because 
higher ed campuses are responsible 
or accountable to numbers of entities” 
such as accreditors, the federal govern-
ment for financial aid, and their state 
for funding, notes Linda Baer, a senior 
consultant in higher education.

Some states even use performance-
based funding for higher education, 
says Baer. Another compelling reason: 
in addition to stakeholder account-
ability, the traditional student popula-
tion is declining, she says. “One way 
to counter the [decline in] incoming 
enrollment is to improve retention and 
graduation rates, so people are focused 
on ‘how do we keep students staying 
here instead of dropping out?’’’

J
ON  RE ID  ACKNOWLEDG ES  he’s 
a bit of a procrastinator, 
and his study habits can be 
defined as “more loose and 
less structured.” So when the 

now-third-year senior learned during 
his freshman year about a personal-
ized education tool being offered at 
his school, the University of Michigan  
(U-M), Reid was immediately on board.

The second semester of Reid’s fresh-
man year, he took a Statistics 250-level 
course, which he says is “notoriously 
difficult at Michigan.’’ Although Reid 
is a history major, he was required to 
take a quantitative reasoning class. 
“The first day I went into a lecture 
hall of maybe 300 students and I felt 
completely overwhelmed,’’ he recalls. 
“Math is not my strong suit.”

Reid says the professor showed a 
quick tutorial on ECoach in the lecture 
hall, and students were even offered 
“a very small amount of extra credit to 
use it.” The concept of receiving per-
sonalized support with resources and a 
checklist of what to do before an exam 
was appealing because it’s “not my per-
sonality to go up to a professor.”

ECoach helped Reid keep “every-
thing fresh and centralized” and cre-
ated a plan of attack for the class. “I 
felt I was staying ahead, and I was very 
confident going into the first exam.’’ 
The tool even sent Reid personalized 
feedback on how he did (he received an 
A- on the first exam), including the me-
dian grade, where he fell and some tips 
to improve his score.

“I was very taken aback by that. I 
have never had a class where there was 
follow up on an exam with feedback 
and encouragement,’’ he says.

ECoach is the brainchild of U-M 
professor Timothy McKay, who began 
looking at student data in his large In-
troduction to Physics classes in 2008, 
trying to understand who was succeed-
ing and who was struggling. “Looking 

at the data made me recognize the dif-
ferences in backgrounds and goals, 
and the reasons for taking physics and 
the affect toward it,’’ McKay says. Some 
students were enthusiastic and some 
were terrified, he says.

“I found myself wanting to be speak-
ing differently to every one of my stu-
dents,” McKay says, “and do that in a 
way that was informed by who they are, 
where they’re coming from and their 
trajectory; all things you’d like to know 
in order to coach them effectively.”

ECoach is designed for first-year 
students taking science, technology, 
engineering, or mathematics (STEM) 
classes, who can access the ECoach web-
site with a single sign-on. The personal-
ization ECoach offers is based on data 
the university already has, such as what 
courses a student has taken, what their 
grades have been, and information from 
their admissions application, “so we can 
note what their high school background 
was and their standardized testing” 
scores, according to McKay.

Students are also asked questions, 
such as whether they are frightened 
about taking a particular class. If so, 
“it’s important that we talk to them 
and let them know if they work with us 
and follow the advice [in ECoach], they 
can be successful,” McKay says.

A Sense of Urgency
Today, it is becoming the norm rather 
than the exception for colleges and 
universities to utilize the data they 
have within student learning manage-
ment systems (LMSs) and student in-
formation systems (SISs) for academic 
purposes. The reasons are not entirely 
altruistic; yes, higher education offi-
cials want to help students be success-
ful while in school, but they also want 
to do whatever they can to keep them 
there, so the dollars continue to flow in 
both from students and from state and 
federal funding.

How Universities 
Deploy Student Data 
Personalizing efforts to drive greater student retention and success. 

Society  |  DOI:10.1145/3381910  Esther Shein

http://dx.doi.org/10.1145/3381910


APRIL 2020  |   VOL.  63  |   NO.  4  |   COMMUNICATIONS OF THE ACM     19

news
I

N
F

O
G

R
A

P
H

I
C

 C
O

U
R

T
E

S
Y

 O
F

 U
N

I
V

E
R

S
I

T
Y

 O
F

 M
I

C
H

I
G

A
N

 C
E

N
T

E
R

 F
O

R
 A

C
A

D
E

M
I

C
 I

N
N

O
V

A
T

I
O

N

Right now, one of the hottest uses 
of data is nudge technology, which in-
corporates behavioral economics prin-
ciples to help enhance student out-
comes, Morgan says.

Student success was listed as one 
of Educause’s top 10 most pressing 
IT issues for 2019, according to Kathe 
Pelletier, director of Student Success 
Community Programs at the non-prof-
it higher ed association.

“We interpret this as institutions tak-
ing responsibility for students’ success, 
not just in the classroom, but as a whole 
person,’’ Pelletier says. “Responsible 
use of trusted data is a key enabler here.”

In terms of deployment of analytics 
technologies, only 7% of institutions 
have deployed predictive analytics for 
student success institutionwide and 
58% are expanding or planning to do 
so, according to Educause’s 2019 Stra-
tegic Technologies report, Pelletier 
says. Course-level learning analytics 
are slightly less widespread, with 3% 
institutionwide deployment and 35% 
planning or expanding, she adds.

“From these data we might expect 
student success analytics to become 
widespread at some point, but the 
additional complexity of measuring 
learning, potentially requiring fac-
ulty to approach assessment differ-
ently, may slow down the deployment 
of course-level learning analytics,” 
Pelletier says.

Universities are certainly feeling 
the pressure to help students succeed. 
In a 2018 joint study by the National 
Association of Student Personnel Ad-
ministrators, the Association for In-
stitutional Research, and Educause, 
88% of 970 senior-level student af-
fairs professionals strongly agreed or 
agreed that to stay competitive, they 
must continue to invest in student 
success analytics. Among the respon-
dent institutions’ goals for conduct-
ing student success studies, 96% said 
they wanted to improve student out-
comes from interventions, 71% said 
they sought more efficient delivery of 
programs or services, and 39% cited 
elimination/reduction of programs 
shown not to contribute significantly 
to student success.

What Schools Are Doing
At the University of San Francisco 
(USF), student data within the LMS 

such as attendance, grades, and as-
signments are being used to deter-
mine their progress, says vice presi-
dent and Chief Information Officer 
Opinder Bawa. “For the first couple 
of weeks, we’re very vigilant on [cap-
turing] that information so we can do 
early intervention,’’ he says. If a fac-
ulty member notices a student strug-
gling, they can use technology devel-
oped by USF’s IT department to alert 
school counselors to reach out to that 
student, Bawa says.

USF IT also built a mobile app called 
USFMobile, which pulls data from 
USF’s Salesforce system used for advis-
ing and counseling, and can generate 
alerts, he says.

The only people who have access to 
USF’s LMS data are faculty members, 

and counselors have access to Sales-
force. The university is working on put-
ting in place rules for data governance, 
Bawa adds.

Eventually, student data also will be 
used to “really understand what [stu-
dents) are doing, and what we can do 
to help them: Are they involved in clubs 
and sports?’’ he says. “If not, how can 
we get them involved and to be more 
successful at the university?”

However, Bawa adds, “We have to 
be very thoughtful in which data to use 
and how much data to use, so we don’t 
cross the line into privacy.”

Right now, USF has an 84% gradua-
tion rate in six years; Bawa says the goal 
is to “move the line” higher.

The University of Missouri is pi-
loting a 12-question student success 
survey this year to help new students 
integrate to the campus. The purpose 
is to glean how students are adjusting 
in terms of academics, social, and fi-
nancial concerns, and whether they are 
satisfied with the institution and plan 
to return, says director of Strategic Ini-
tiatives and Assessment for Student Af-
fairs Ashli Grabau,. The data is stored 
in the university’s SIS.

If a student indicates any concerns 
in the survey, the information is used 
“to reach out to them to make a high-
touch response,’’ says Grabau. The 
impetus for the survey was “to really 
improve our student success, espe-
cially for new students, and for them 
to feel connected to the institution 
and get the resources they need to feel 
financially secure, and resources to 
improve their academic experience 
and improve their sense of belong-
ing,” she says.

The top three issues the survey re-
vealed were focused around course 
struggles, class attendance, and finan-
cial concerns, according to Grabau; 
there were no surprise findings. “I 
think it reinforced that it’s important 
to check in with students early on to 
see what they’re struggling with and 
intervene, rather than halfway through 
the semester.”

Although the university had a record 
87.9% students return this year from 
last year’s freshman class, “It’s not as 
high as we want it to be,’’ Grabau says. 
“Our goal is 93% and we’re doing pretty 
good, but to move from good to great 
takes … a high-touch approach.”

Data on the University of Michigan’s ECoach 
digital platform.
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Addressing Data Governance
Higher education observers say that as 
student data is more frequently being 
sliced and diced, it raises concerns about 
privacy, interpretation, and misuse.

“One reason students aren’t suc-
cessful is because they take courses 
that aren’t useful or they change their 
mind about their major,” says Gart-
ner’s Morgan. Some predictive analyt-
ics tools suggest courses of study and 
majors based on profiles of others who 
have been successful in those majors, 
she says. “They can be hugely success-
ful, but I do worry that sometimes peo-
ple aren’t questioning the assumptions 
behind algorithms.”

One of the biggest potential risks 
with student data is related to equity, 
says Educause’s Pelletier. “Disaggregat-
ing data allows institutions to identify 
and address potentially hidden oppor-
tunity gaps for historically underrepre-
sented students. When institutions are 
not appropriately disaggregating data 
based on race, ethnicity, gender, and 
socioeconomic status, not only do they 
risk missing insights about the needs 
of various subpopulations, but they risk 
furthering the structural barriers and 
increasing equity gaps.”

Another equity concern related to 
data is in the way institution officials 
talk to students about what they “see” 
in their data, she adds. Consequently, 
adequate training for advisors, faculty, 
and other support staff in how to pro-
vide culturally responsive guidance is 
critical to promote a sense of belong-
ing for students, which is a key driver 
of retention, Pelletier says.

Additionally, “Sharing the wrong 
data with students, or sharing the 
right data in the wrong way, can lead to 
alienating experiences,’’ Pelletier says.

While Baer believes in “know your 
students, know your data,’’ she says the 
next big principle is having data gov-
ernance and policies in place. “That is 
how you secure the data, because a big 
tenet is to keep student data private,’’ 
she says. “And it’s the law.”

“Analytics systems are the new, bright 
shiny object of higher education, but it’s 
a new way of looking at the data,’’ and 
officials must maintain that tenet as the 
demand grows for student information 
in real time, agrees Colleen Carmean, 
founder and president of the Ethical An-
alytics Group, an organization created 

to help higher education create student 
and institutional success via data. Since 
universities often do not have staff with 
experience or thoughtfulness on how 
to use data ethically, a new trend is the 
rise of the data privacy officer, says Car-
mean, who is also former associate vice 
chancellor for academic innovation at 
the University of Washington-Tacoma.

Carmean recommends universi-
ties make certain students are aware 
of the intentions of any data initia-
tives being done on their behalf, and 
to be clear about motivations when 
sending out email messages asking 
for information.

“We may think we know what’s 
good for them, but it’s their data,’’ 
Carmean says.

By and large, universities are on top 
of protecting student data, Baer says. 
“Our trouble is that computer systems 
are as strong as you can make them, but 
there’s always security problems so cam-
puses have to stay very vigilant on that.”

Many campuses also have ethics 
committees, so there are policies for 
how student data can be used, as well 
as who can use it, for what purpose, and 
how they protect it, Baer says.

Data management and governance 
was ranked #8 on the Educause top 10 
issues list in 2019. Safeguarding stu-
dent data has been a theme for a while, 
but the type of data available and the 
number of systems using and storing 
data have increased in volume and 
complexity, Pelletier says.

There are resources that can help. 
For institutions using cloud servic-
es, for example, the Higher Educa-
tion Cloud Vendor Assessment Tool 
(HECVAT) can provide guidance in 

managing risks to the confidential-
ity, integrity, and availability of sensi-
tive institutional information and the 
personally identifiable information of 
constituents, according to Pelletier.

Ultimately, as schools migrate to-
ward a student-focused experience and 
student success initiatives continue to 
gain momentum, they will continue 
seeking ways to engage students in de-
fining what success looks like for them. 
Schools will also continue leveraging 
technology to send nudges, reminders, 
and resources based on each student’s 
own goals, Pelletier says, all in the name 
of helping them feel more connected.

Citing the quote “With great power 
comes great responsibility,” she says 
the promise of using trusted data to 
drive outcomes in student experience 
and student success must be tempered 
with employing an ethical approach to 
the collection, storage, and use of data.

“Privacy and security are impor-
tant for all,” Pelletier says, “yet higher 
education has a particular responsi-
bility to ensure our data practices are 
making institutions more student-
ready, especially for historically un-
derserved students.” 
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vance primarily organizational welfare 
and institutional interests. Moreover, 
LA advances a narrow conception of stu-
dent interests while discounting privacy 
and autonomy. Students are generally 
unaware of the information collected, 
do not provide meaningful consent, 
and express discomfort and resigned 
acceptance about HEI data practices, 
especially for non-academic data (see 
Jones et al.7).

The breadth and depth of student 
information available, combined with 
their fiduciary responsibility, create a 
duty that HEIs exercise substantial re-
straint and rigorous evaluation in data 
collection and use. Consider several re-
cent examples.

Three Cases
Movement tracking. Based on student 
ID card swipes, a university researcher 
mapped student movements and social 
networks and built student retention 
models. It plans to use Wi-Fi router data 
to form even more detailed understand-
ings and to share this information with 
advisors.1 It is unclear whether students 
are aware their data is collected, have 

T
HE R E  IS  IN CREASING  concern 
about “surveillance capital-
ism,” whereby for-profit com-
panies generate value from 
data, while individuals are 

unable to resist.9 Non-profits using da-
ta-enabled surveillance receive less at-
tention. Higher education institutions 
(HEIs) have embraced data analytics, 
but the wide latitude that private, profit-
oriented enterprises have to collect data 
is inappropriate. HEIs have a fiduciary 
relationship to students, not a narrow-
ly transactional one (see Jones et al.7). 
They are responsible for facets of stu-
dent life beyond education. In addition 
to classrooms, learning management 
systems, and libraries, HEIs manage 
dormitories, gyms, dining halls, health 
facilities, career advising, police depart-
ments, and student employment.

HEIs collect and use student data 
in all of these domains, ostensibly to 
understand learner behaviors and 
contexts, improve learning outcomes, 
and increase institutional efficiency 
through “learning analytics” (LA). ID 
card swipes and Wi-Fi log-ins can track 
student location, class attendance, use 

of campus facilities, eating habits, and 
friend groups. Course management sys-
tems capture how students interact with 
readings, video lectures, and discussion 
boards. Application materials provide 
demographic information. This data is 
used to identify students needing sup-
port, predict enrollment demands, and 
target recruiting efforts.

These are laudable aims. However, 
current LA practices may be inconsis-
tent with HEIs’ fiduciary responsibili-
ties. HEIs often justify LA as advancing 
student interests, but some projects ad-

Current learning 
analytics practices 
may be inconsistent 
with higher education 
institutions’ fiduciary 
responsibilities.

Computing Ethics 
The Temptation of  
Data-Enabled Surveillance
Are universities the next cautionary tale?

˲ Susan J. Winter, Column Editor 
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advising program informed by data.
Certainly, the improved student out-

comes are important, but it is not clear 
how much is due to LA, exactly what 
GSU’s advising interventions actually 
are, and whether they provide the best 
outcomes for each student or just for 
GSU. Do they steer students away from 
challenging courses, reducing agency 
and potential for excellence, or provide 
tutoring services for at-risk students—in-
creasing their agency and capabilities? It 
is unclear the increased student surveil-
lance improved social good, or that GSU 
considered all of the relevant moral 
trade-offs. It is crucial to ensure we do 
not learn the wrong lesson and retain the 
analytics at the expense of the advising. 
Acting in students’ best interests would 
require a robust, ongoing evaluation.

Doing It Differently
The cases mentioned in this column il-
lustrate a range of issues in LA, and each 
demonstrates how HEIs can better fulfill 
their responsibilities to advance student 
interests. HEIs have responsibilities be-
fore developing LA programs, while stu-
dent data is collected and analyzed (espe-
cially by third parties), and after analytics 

opted in, or provided informed consent. 
To act in students’ interests, this HEI 
could have provided substantial infor-
mation before the study started (includ-
ing its rationale), the ability for students 
to easily opt-out, and a clear policy 
about collection and use of movement-
tracking data. This university is one of 
many engaging in intensive student 
tracking, either by dedicated beacons, 
Wi-Fi check-ins, or phone apps.4

Third parties. In April 2018, research-
ers from Pearson publishing revealed 
they had conducted an experiment by 
incorporating encouraging “growth 
mindset” messages into a learning soft-
ware interface and testing (without stu-
dents’ knowledge or consent) whether 
they affected students’ performance.6 
This demonstrates the value of student 
information to third parties for non-
educational goals, including corporate 
profit. Similarly, Piazza, maker of a pop-
ular question-and-answer app required 
by many instructors, has sold student 
data based on students “opting-in” 
through a pre-checked box on the app 
sign-up page. Acting in students’—rath-
er than vendors’— interests demands 
that HEIs develop stronger controls to 

protect students and avoid learner data 
becoming part of surveillance capital-
ism. At the beginning of the relation-
ship with vendors, HEIs should require 
that edTech companies make opting-in 
difficult. If the data collection involves 
interventions or data sales, HEIs should 
re-evaluate the relationship, and per-
haps require the companies compen-
sate students for their data.

Intensive advising. Like many HEIs, 
Georgia State University (GSU) has 
struggled to ensure students (in particu-
lar those from underrepresented back-
grounds) complete their degrees. In 
2011, GSU developed a system tracking 
academic and financial information 
that alerts advisors about risk factors 
(for example, an unsatisfactory grade in 
a key course). GSU’s six-year graduation 
rate rose from 48% in 2011 to 55% in 
2018.5 Moreover, students of color, Pell-
eligible, and first-generation students 
now graduate at higher rates than the 
student body overall.3 The GSU case is 
often described as a LA success. Howev-
er, GSU simultaneously hired dozens of 
new advisors and substantially in-
creased student advising. Hence, it is 
not just an analytics program; it is an 
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risks that we should consider in deter-
mining whether it advances student in-
terests overall.

Conclusion
To be clear, we are not opposed to LA tout 
court. Some student data collection will 
advance legitimate educational and custo-
dial goals while respecting student privacy 
and fostering autonomy. However, LA and 
data-enabled surveillance can begin as 
tools for social good but slide into morally 
suspect territory, especially in immersive 
institutions with fiduciary responsibili-
ties like HEIs. Institutional interests and 
student interests are not identical, and 
we should not assume they align. Govern-
ments, corporations, and HEIs should 
avoid data collection and analysis as a 
matter of convenience and for specious 
reasons. When HEIs aim to advance stu-
dent educational interests, they should 
primarily do so in ways that are consistent 
with interests in privacy and autonomy. 
In short, HEIs should conduct LA in ways 
that justify the substantial trust that stu-
dents place in them. That will require re-
straint and evaluation at the beginning, 
during, and at the end of LA projects. 
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have been incorporated. Here, we make 
explicit some of the specific responsibili-
ties of HEIs have as information fiducia-
ries that can guide their actions.

Diverging interests. Fiduciaries have a 
responsibility to act in the best interests 
of their clients, although not necessarily 
to act only to advance client interest. Data 
analytics may provide insights for HEIs 
and help them fulfill their responsibili-
ties to educate students and marshal re-
sources effectively. However, it is an open 
question whether LA will live up to that 
promise or that primarily student inter-
ests motivate LA research. The tracking 
and third-party data use cases do not ad-
vance student interests.

Moreover, universities collect and 
use data somewhat indiscriminately 
because it is potentially relevant to their 
educational and custodial missions. Yet 
this “relevance condition” is insufficient 
to justify data collection, analysis, and 
use.8 Any student data is potentially rel-
evant to educational objectives and it is 
impossible to tell a priori what data will 
actually be useful. Hence, a collection 
principle based solely on potential rel-
evance is no limitation at all.

Fostering trust and trustworthiness. 
Students attend HEIs believing they are 
trustworthy, will respect students as indi-
viduals, and will not implement systems 
that subordinate student rights and in-
terests for the sake of institutional or 
third-party goals. Yet systems currently 
being built and deployed create opportu-
nities for greater privacy intrusions (the 
tracking case) and for institutional bene-
fit (movement tracking, third-party use). 
Students have little knowledge of how 
they are surveilled, typically have no abil-
ity to opt out, are uneasy about data col-
lection by HEIs, and cannot control use 
of their data. It is worth asking whether 
their trust is misplaced, or whether they 
must simply acquiesce because of the 
social and economic value of a college 
education.4

The right benefits. The benefits of 
LA may be quite limited. The exemplary 
LA system (GSU) rests substantially on 
advising resources, not data, with small 
increases in student success. It is unclear 
whether success stems from funneling 
students into easier courses or from col-
lecting and analyzing troves of student 
data.

HEIs do have obligations to advance 
the educational interests of at-risk stu-

dents. However, it does not follow that 
HEIs should subordinate students’ pri-
vacy and autonomy interests for the sake 
of (speculative) retention and achieve-
ment rates. Student support (social, 
advising, tutoring, financial, mental 
health) should come first, and long be-
fore impinging on other interests.

Full account of student interests. We 
should also be wary of narrowly constru-
ing student interests. The aforemen-
tioned cases focus on student academic 
achievement, but students have other 
interests as well, including privacy. They 
should not have to forego that interest 
for a marginal (and speculative) return 
in academic achievement. This should 
seem familiar to professionals who bris-
tle at overweening surveillance by super-
visors.

Full range of higher education’s aims. 
Higher education has a number of aims, 
including developing communication, 
critical thinking, understanding and ap-
preciation of diversity, and development 
of rewarding employment and careers.2 
These are fostered by helping students 
develop their autonomy. Yet close moni-
toring of student movement, social net-
works, and daily habits is an imposition 
on student privacy, a key element in de-
veloping and exercising individual au-
tonomy. If we value student autonomy, 
we ought to curtail student surveillance.8

Third parties. Students’ social net-
works, their travel around campus, their 
health, political, and religious activities 
are inferable from movements. If that 
information is valuable for HEIs, it will 
be of interest to others: potential em-
ployers, the FBI (pursuant to business 
records requests under Patriot Act sec-
tion 215), software vendors, and more. 
Student privacy protections under FER-
PA are limited. Moreover, the more stu-
dent data collected the greater the risk 
for data breaches. Hence, LA carries 

Institutional interests 
and student interests 
are not identical, 
and we should not 
assume they align.
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ages of the early 19th-century Luddites 
who destroyed textile machinery as a 
way of protesting against mechani-
zation and of Charlie Chaplin hardly 
keeping pace on the assembly line in 
the film Modern Times remind us that 
a fundamental change in work was 
taking place. Industrial engineers 
designed production processes, and 
factory workers executed the pre-
planned tasks typically on an assem-
bly line. In effect, craftsmen’s work 
was disaggregated into standardized 
tasks that could be carried out by 
semi-skilled operatives.

I
F YOU ARE a software engineer 
or a data scientist, your job did 
not exist a century ago. A century 
from now, your job will most 
likely look quite different. One 

driving force behind such work trans-
formation is artificial intelligence 
(AI). Dwelling on the nearer term, the 
next decade or two, projections on the 
proportion of today’s jobs that are 
susceptible to automation vary enor-
mously—from 9% (in OEDC coun-
tries)2 and 47% (of 702 occupations)7 
to 96% (740 out of 769 occupations).6,8,9 
Why is there such wide variation? What 
makes it difficult to predict with greater 
precision? And should we alter the way 
we think about jobs, given that better ed-
ucation is no longer a protection against 
risk of technological unemployment? 
This column addresses these ques-
tions, so that we might make better de-
cisions about the future of work for 
our children and grandchildren.

History of Automation and 
Its Impact on Jobs Before AI
We are in the midst of the so-called 
fourth Industrial Revolution that fuses 
advances in AI, robotics, the Internet 
of Things, 3D printing, genetic engi-
neering, quantum computing, and 
other technologies to bring about 
enormous improvements in efficien-
cy and productivity. A brief historical 
review of how technologies in the earli-

er industrial revolutions affected work 
helps trace implications for the current 
industrial revolution.

The first Industrial Revolution 
was associated with the advent of the 
steam engine in the 18th century, en-
abling the mechanization of produc-
tion. Productivity increased in textile 
and other factories as they switched 
their energy source from watermill to 
steam. The second Industrial Revolu-
tion in the 19th century was triggered 
by electricity and the application of 
scientific principles, which led to the 
proliferation of mass production. Im-

Technology Strategy  
and Management 
Artificial Intelligence and 
the Future of Professional Work
Considering the implications of the influence of artificial intelligence 
given previous industrial revolutions.
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The third Industrial Revolution be-
gan with the emergence of computing 
machinery in the 1950s. This led to 
further automation of manufacturing 
using Computer-Aided Design (CAD), 
Computer-Aided Manufacturing (CAM), 
and the application of digital technol-
ogy to communications (with the Inter-
net), banking (with ATMs), and other 
service industries including logistics. 
While the first two industrial revolu-
tions led to the substitution of me-
chanical power for human brawn (that 
is, muscle and handiwork), the third 
Industrial Revolution computerized 
human brainwork of the repetitive and 
routine sort (that is, financial calcula-
tion using spreadsheets). And comput-
erization automated a broad range of 
white-collar workers including clerical, 
technical, and professional workers.

What’s Different with AI?
AI automates tasks normally requiring 
human intelligence, a definition that 
distinguishes itself from automation 
of manual tasks. How does AI change 
what human workers do? Before the 
spread of machine learning (ML), en-
abled by massive processing power and 
data storage capabilities, the following 
propositions became compelling.

First, a job consists of interrelated 
tasks, and it is tasks, not jobs, that are 
automated by computers.3 ‘Routine’ 
tasks, which are easy to codify, tend to 
be automated; ‘non-routine’ tasks that 
require more tacit problem-solving 
capabilities, intuition, creativity, and 
persuasion are difficult to automate. 
For example, financial analysts build 
models to automate the prediction of 
stock prices, but they cannot automate 
the task of interpreting the prediction 
results and advising their clients. A 
key reason for the wide variation in the 
share of jobs ‘at risk of computeriza-
tion,’ mentioned earlier, is due to dif-
ferent ways in which task-level analysis 
is aggregated into jobs. Second, some 
tasks are substituted for by comput-
ers, but others complement comput-
ers.4–5 For example, while automating 
calculation substitutes for human cal-
culation, the rise in demand for auto-
mated calculation leads to a demand 
for complementary tasks in computer 
programming by humans.

With the advent of machine learn-
ing (ML), these propositions must be 

modified. First, the distinction between 
‘routine’ and ‘non-routine’ tasks may 
cease to make sense in considering what 
human tasks are substituted for, and 
complemented by, AI. We might think of 
AI as pushing the frontier of what are 
non-routine tasks, as machines become 
more capable of codifying what used 
to be tacit. However, an alternative, 
quite different, way of thinking about 
this is to consider machines perform-
ing tasks in such a way the ‘routine’ 
vs. ‘non-routine’ distinction no longer 
applies. This is because machines can 
follow rules that do not need to reflect 
the rules that human beings follow at 
all. For example, rules followed by a 
machine—be it a self-driving car or a 
facial-recognition algorithm—are not 
the same as the rules followed by hu-
mans engaged in the same activity. We 
therefore wish to avoid the ‘AI fallacy’12 
of believing the only way to develop AI 
systems is to replicate the thinking pro-
cess of human experts. This has become 
obvious with ML, letting machines infer 
rules from abundant data, in contrast to 
‘expert systems’ for which a human do-
main specialist must articulate a set of 
rules for a machine to follow.

Second, new tasks will be created by AI, 
but how these tasks will be bundled into 
jobs, new or existing, remains uncertain. 
One study classifies new jobs (though 
they are really tasks) that AI will create 
into three types—trainers, sustainers, 
and explainers.13 Trainers teach AI sys-
tems—chatbots or digital assistants 
such as Siri and Alexa—how they should 
perform, especially in showing empathy 
or in detecting sarcasm. Explainers as 
algorithm forensic analysts know the 
inner workings of complex algorithms, 
and can explain to nontechnical human 

AI automates tasks 
normally requiring 
human intelligence, 
a definition that 
distinguishes itself 
from automation  
of manual tasks.

resource professionals, for example, 
how a recruitment system identified 
the best candidate for a job. Sustainers 
help ensure AI systems are operating as 
designed, and that unintended conse-
quences are addressed with appropri-
ate urgency. Training, explaining, and 
sustaining appear to require different 
knowledge bases. Will they, then, be 
carried out by separate expert groups? 
Or will these roles be incorporated into 
existing occupations (for example, com-
pliance professionals incorporating the 
sustaining task)? We do not yet know 
the answer to these questions.

Impact of AI on Professional Jobs
What is the implication of the preced-
ing discussion on professional work of 
the future? Professional jobs are part 
of the ‘professional, technical, and 
managerial occupations’ in govern-
ment statistics, and include scientists 
and engineers, as well as accountants, 
lawyers, and doctors. We focus on pro-
fessionals, defined as possessing an 
expertise, a body of knowledge, and a 
service ethic,11 because they are said 
to be most threatened by AI. This fo-
cus may provide a clue to the possible 
emergence of new professions.

First, just as craftwork was disaggre-
gated into tasks in the second Indus-
trial Revolution, professional work has 
been subjected to task disaggregation 
in the third and fourth Industrial Revo-
lutions. Legal practice of giving advice 
to clients, for example, may be disag-
gregated into the tasks of defining the 
client’s problem, reviewing documents 
around the problem, and explaining 
the result of that analysis to the client. 
With the application of AI and ML in 
particular, machines substitute for the 
task of reviewing documents. Machines 
also require complementary task in-
puts from data scientists and project 
management professionals working in 
multidisciplinary teams.1 Thus, it helps 
to identify which professional tasks can 
be substituted by AI, and which tasks 
are complemented by AI.

Second, technological frontier is 
not the only factor determining what 
machines do and what humans end 
up doing. Humans may remain in the 
loop to ensure maintaining social and 
ethical norms. In particular, profes-
sional norms, sometimes buttressed 
by government regulation, enable a 
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professional group to claim an exclu-
sive domain of expertise. For example, 
only doctors with a license can practice 
medicine, and only lawyers with a li-
cense can practice law. AI adoption in 
their specific field may lead to delegat-
ing what they used to do to machines, 
but the oversight function is likely to re-
main with those licensed professionals.

Third, the way tasks might be re-
bundled into professional jobs de-
pends on professional control. In 
many workplaces, from hospitals to 
business corporations, multidisci-
plinary teams of different profession-
als are becoming important. This 
multidisciplinary teamwork is likely 
to lead to more ‘hybrid profession-
als’ who develop a relational capabil-
ity vis-à-vis expertise in other areas.10 
At hospitals, doctors may extend their 
domain to take control of the delivery 
of good quality patient care, not just to 
treat patients. Moreover, a new medi-
cal practitioner might emerge to en-
sure the delivery of AI-assisted patient 
care. Similarly, computing profes-
sionals themselves may incorporate 
all of the training, explaining, and 
sustaining roles in AI adoption. But 
an equally plausible scenario is the 
rise of new AI professionals that focus 
on the new tasks of training, explain-
ing, and sustaining. The revised ACM 
Code of Ethics and Professional Con-
duct obliges computing professionals 
to “monitor the level of integration of 
their systems into the infrastructure 
of society.”a However, the more ubiq-
uitous the AI technology becomes, the 
more challenging it would be to incor-
porate these new tasks into the exist-
ing computing profession.

Thus, the professional control per-
spective gives some hint at, but leaves 
open a variety of resolutions to, how 
AI may give rise to new occupations. 
Because social and ethical concerns 
are paramount, how tasks are bundled 
into professional work is likely to differ 
from occupation to occupation.

Conclusion
The impact of AI on the future of work 
should be framed in terms of tasks, not 
jobs, automated by AI. AI substitutes 
some tasks, complements others, and 
creates new tasks. How this complex 
interplay of substitution, complemen-
tarity, and creation rebundles tasks 

into existing or new jobs remains un-
certain. For this, we must take account 
of social and professional norms over 
and above technological feasibility. 
The professions perspective is useful 
for considering the future of work, as 
professionals are increasingly expect-
ed to become ‘hybrid’ in capability re-
lating to and sometimes incorporating 
expertise in other areas. 

a See http://bit.ly/2GYtNFq
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assigned them for hours on end at a 
measurable rate.

In such a system, the people were 
used as machines and were eventu-
ally replaced by machines, because 
what was needed was not knowledge 
or skill but simply the ability to as-
semble—based on a predetermined 
plan—a set of objects, such as sleeves, 
collars, and buttons, into a larger ob-
ject, a shirt. Of course, if you have ever 
shopped for a shirt you know they 
vary in quality. Cheap clothing is of-
ten made by machines and with mini-
mal human intervention, because a 
machine can be told how to assemble 

Dear KV,
I hope it is OK to write a letter to you 
as I am not a programmer, but I enjoy 
your columns (very funny and infor-
mative!) and I see you sometimes dis-
cuss topics other than code. I work in 
IT support, and the company I work 
for evaluates us based on the number 
of tickets we close. This seems to be a 
poor way to judge performance, as it is 
easy to game the system. For instance, 
you can take a lot of trivial tickets and 
close them quickly and look like a rock 
star. I guess my question is more about 
how to value work, which is maybe too 
big a topic for a KV column.

The Tickets That Exploded

Dear Tickets,
Questions about how work is valued 
can definitely go beyond the scope of 
a short column, given there are whole 
areas of politics, economics, and the 
social sciences devoted to these ques-
tions. It is also the case that wars—
both cold and hot—have been fought 
over this topic, and still the question 
is unsettled.

Many silly metrics have been cre-
ated to measure work, including the 
rate at which tickets are closed, the 
number of lines of code a program-
mer writes in a day, and the number 
of words an author can compose in an 
hour. All of these measures have one 
thing in common: They fail to take 
into account the quality of the output. 
If Alice writes 1,000 lines of impossi-
ble-to-read, buggy code in a day and 
Carol writes 100 lines of well-crafted, 

easy-to-use code in the same time, 
then who should be rewarded?

Plenty of companies have chosen 
the easier metric—which is to re-
ward Alice—because she appears to 
be more productive. This false mea-
sure of productivity stems from the 
nature of industrial work from which 
modern knowledge work (which in-
cludes IT and programming, as well 
as plenty of other endeavors) sprang. 
In an industrial system, the steps re-
quired to make something like a shirt 
are broken down (some might say 
“atomized”), such that any able-bod-
ied worker could do the single task 

Kode Vicious 
Master of Tickets
Valuing the quality, not the quantity, of work.
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V once suffered and helping to bring 
about the downfall of civilization 
through a vicious cycle of stupidity. I 
find that this is the most common and 
unfortunate reaction.

A second choice is to take on dif-
ficult and challenging tasks, to learn 
from what you have taken on, and to 
hone your skills. You can then take 
those skills to a company that values 
good work and write a flaming good-
bye letter to your former company. 
You might even mail it to everyone 
before you leave or just post it on one 
of the many anonymous company re-
view sites that now litter the Internet.

A third and probably more difficult 
choice is to convince management 
to choose useful metrics, ones that 
take into account not just the rapidity 
but also the difficulty of the work be-
ing undertaken and the quality of the 
output. The problem is, I fear, that 
you are in an organization where this 
sort of discussion cannot take place. 
Once some companies have a metric, 
they will hold on to it like a drowning 
person, even if they find out their per-
ceived float is actually an anchor.

a shirt, just not always a very well-
tailored one. The highest-quality, ex-
pensive clothing is still made in part 
by hand, because making something 
of quality requires not just rote move-
ments, but also intellect and thought.

The very same tug of war has ex-
isted in knowledge work since its in-
ception. What management wants is 
maximum output for minimum in-
put, and input in this case is you, the 
human, who is doing the work. When 
management implements silly met-
rics such as those mentioned here, 
you have only a few choices.

The first choice is to game the 
system such that you can actually do 
minimum work to get the maximum 
benefit, usually by taking on trivial 
tasks that can easily be completed and 
will show at the end of each month 
that you accomplished more tasks 
than anyone else. After a while, that 
game becomes boring, but in large 
organizations you can do quite well 
with it, get promoted to management 
and then foist your own silly metrics 
on your new underlings, thereby per-
petuating the pain and suffering you 

KV favors option two. Learn what 
you can and then go find a place where 
your work is valued and where you are 
not simply being used as a tool.

KV
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On the y-axis, we have the differ-
ent methods of attacks—starting from 
simple things like weak and default 
passwords, reused password, passwords 
stored incorrectly on disk, or transmit-
ted in the clear, on to more complex 
things like phishing, social engineering, 
and unpatched software. Further down 
the y-axis, we have zero-day vulnerabili-
ties—security bugs that are “unknown” 
until they are first used by an adversary. 
There are quite literally 100s of items on 
the y-axis in dozens of categories.

Each point in this x-y graph repre-
sents one way by which adversaries 
can compromise an enterprise asset. 
Note that each point is a vector not just 
a single number. To see this, consider 
the highlighted point of Figure 1, Line-
of-business apps (x-axis) and shared 
passwords (y-axis). This is the idea 
that perhaps an enterprise employee’s 
password for a personal account (for 
example, for Yahoo! or LinkedIn) is the 
same as their password for one of their 
enterprise app accounts. So, if Yahoo! 
or LinkedIn is breached, and the pass-
words were stolen (and were not prop-
erly hashed on disk) then the enterprise 
has a problem,11 perhaps one million 
enterprise app accounts with reused 
passwords—easy ways for the adversary 
to get unauthorized access (Figure 2).

Most cyber-defenders have no idea 
what this “Password Sharing Risk Vec-
tor” looks like for their business. The 

R
ARELY A DAY goes by that we 
don’t see news about the poor 
state of affairs in cybersecurity. 
From data breaches at Target, 
the U.S. Office of Personnel 

Management, Sony, Disney, Yahoo!, Equi-
fax and Marriot, the drumroll continues 
unabated. We are now in a world, where 
it’s a matter of when, not if, an organiza-
tion is compromised by a cyber-attack.

Most of us think of cybersecurity as a 
series of controls (tools and knobs) that 
an organization has to implement, and 
it seems perplexing why cyber-defenders 
in the situations mentioned here failed 
to take the necessary steps to protect 
themselves. Our focus on addressing cy-
bersecurity challenges has been around 
inventing new controls (or enhancing 
existing ones) and implementing them 
correctly in the enterprise. This is an in-
adequate view.

In this Viewpoint, we show why cyber-
security is a very difficult problem. The 
enterprise attack surface is massive and 
growing rapidly. There are practically un-
limited permutations and combinations 
of methods by which an adversary can 
attack and compromise our networks. 
There is a big gap between our current 
tools and methods, and what is needed 
to get ahead of cyber-adversaries.

The Enterprise Attack Surface
In order to better understand the na-
ture and structure of the enterprise at-

tack surface, let’s take a quick look at 
the abstract picture of the attack sur-
face as shown in Figure 1.a On the x-
axis we have the different parts of the 
enterprise’s extended network where 
things can go wrong from a cyber-secu-
rity standpoint. On the y-axis we have 
the specific ways in which these things 
will go wrong—also known as attack 
vectors or breach methods.

The x-axis includes the organiza-
tion’s traditional infrastructure (serv-
ers, databases, switches, routers, and 
so forth), applications (standard and 
custom), endpoints (managed, un-
managed, mobile and fixed, IoTs, indus-
trial controllers, and so forth), and cloud 
apps (sanctioned and unsanctioned).

At the right end of the x-axis, we 
have the organization’s third-party 
vendors. The x-axis effectively re-
peats itself recursively in the orga-
nization’s supply chain, where each 
third-party vendor is an entity with an 
x-axis and attack surface just like that 
of the organization, and this brings 
risk into the enterprise network be-
cause of certain trust relationships. 
The ellipses on the x-axis indicate 
that these categories of assets are 
large sets. It is quite difficult for most 
organizations to even enumerate 
their x-axis with accuracy.

a Readers may want to zoom in on the images in 
the next few figures to see the axes properly.

Viewpoint 
Why Is Cybersecurity 
Not a Human-Scale 
Problem Anymore?
Examining the structure of the enterprise attack surface in view 
of the relative ease with which cyberdefenses can be subverted.

DOI:10.1145/3347144 Gaurav Banga
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V Figure 1. The enterprise attack surface. 
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Figure 2. Password reuse in line-of-business apps.
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Figure 3. The Equifax breach.
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Figure 4. The risk calculation and heatmap.

Risk = F(Vulnerabilities × Exposure × Active Threats × Mitigating Controls × Business Impact)
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able to keep their systems patched and 
free of known vulnerabilities.

Due to a lack of a viable proactive 
strategy, much effort and money goes 
into detecting and reacting to cyber-
security events. This is the invest-
ment to set up and operate Security 
Information and Event Management 
systems (SIEMs) and Security Opera-
tions Centers (SOCs). Logs and alerts 
from enterprise systems are collected 
and analyzed for indicators of com-
promise. False positive are a huge 
challenge, and attackers slip through 
routinely. Recent studies peg the aver-
age dwell time of undetected attack-
ers in the enterprise at approximately 
200 days.5

Some security teams run cybersecu-
rity checklists aligned against frame-
works such as NIST 1.1,6 CIS 100, or 
SOC 2. This is an important step in 
the right direction, but inadequate. 
Compliance checklists don’t work in 
cybersecurity because of the scale of 
the underlying math, our constantly 
changing software, and a dynamic 
adversary.1,3 In hundreds of conversa-
tions with CIOs and CISOs of the For-
tune 1000 over the course of the last 
few years, it is clear to this author that 
the vast majority of organizations do 
not have an accurate (much less real-
time) inventory of their assets—they 
cannot enumerate the x-axis of Figure 
1. Moreover, many important security 
attributes of assets (y-axis in Figure 1), 
such as reused passwords, are omitted 
from the cybersecurity checklist be-
cause they are deemed too difficult to 
measure.4 More generally, individual 
security practitioners routinely make 
decisions to accept critical risk factors 
on their checklists because IT has not 
figured out how to mitigate these fac-
tors and still keep the environment op-
erational. All this leads to a systematic 
buildup of risk that the CIO or CISO is 
not aware of. Cybersecurity checklists 
lull you into a false sense of security.

Ultimately, a poor understanding 
of the massive attack surface results in 
waste, frustration, and anxiety. Most 
discussions on cybersecurity posture 
and risk between the board of direc-
tors and C-suite execs are based on gut 
and incomplete data. Organizations 
are unable to answer simple questions 
such as “What is the risk to our intel-
lectual property from cyber-attacks?” 

Verizon Data Breach Investigations Re-
port9 claims more than 80% of breaches 
involve password issues at some stage 
of the breach.

This gigantic x-y plot is the en-
terprise attack surface. In a typical 
breach, adversaries use some point on 
this attack surface to compromise an 
(Internet-facing) asset. Other points 
are then used to move laterally across 
the enterprise, compromise some valu-
able asset, and then to exfiltrate data 
or do some damage. Figure 3 shows 
how the Equifax breach8 unfolded. As 
you can imagine, the number of items 
on both of these axes grow as we adopt 
new technologies in the digital trans-
formation of our businesses.

What Is Our Breach Risk?
For a CISO or CIO, the likely top-of-
mind question is at what points on 
this attack surface is the enterprise at 
risk. What does the risk-heat map look 
like, that is, what is Risk = Likelihood X 
Impact at each point of the enterprise 
attack surface?

We must consider the points of the 
attack surface where we have vulner-
abilities, for example, unpatched soft-
ware. We also must factor in exposure 
due to usage—a device with unpatched 
Internet Explorer is not necessarily a 
critical risk if the default browser of 
the user is Chrome. We should priori-
tize real threats—considering what is 
currently fashionable with (or possible 
for) adversaries, and not waste time 
worrying about theoretical issues when 
we have numerous open security issues 
that present clear and present danger.

Furthermore, we must take miti-
gating controls into account—the en-
terprise’s investments into security 
controls like firewalls, anti-phishing 
systems, EDR, and so forth. We want 
credit for the points on the attack sur-
face where the enterprise has success-
fully mitigated risk, provided the con-
trol is working.

Finally, not every point on the x-axis 
is equally important. We have to distin-
guish between critical or important as-
sets and those which are not so impor-
tant and estimate business impact of a 
compromised asset.

The resulting computation and risk 
heat map factoring in vulnerabilities, 
exposure, threats, mitigating controls 
and business criticality might look 

like Figure 4.b This risk calculation is 
not simple. To accurately understand 
an enterprise’s security posture and 
breach risk, we need to (repeatedly) 
solve a hyper-dimensional math prob-
lem over the tens (or hundreds) of 
thousands of assets and 100+ attack 
vectors. Attacks need to be modeled as 
a chain of probabilistic events, starting 
from the compromise of some asset 
exposed to the Internet, followed by at-
tack propagation to compromise addi-
tional valuable assets.

In order to improve cybersecurity 
posture and decrease breach risk, we 
must reason about what actions will 
bring about the greatest reduction of 
breach risk for the enterprise. This also 
requires calculating cyber-resilience—
the ability of an enterprise to limit the 
impact of cyber-attacks.2 Analyzing 
and improving enterprise cybersecurity 
posture is not a human-scale problem 
anymore. Plugging in some numbers 
into Figure 4, for an organization with 
a thousand employees, there are over 
10 million time-varying signals that 
must be analyzed to accurately predict 
breach risk. For an organization with 
100,000 employees, we must incorpo-
rate several 100 billion time-varying 
signals in the risk calculation.

Cybersecurity Practice Today
Traditional methods such as vulner-
ability assessment (for example, with 
Qualys, Rapid7, or Tenable) and pen-
etration testing are only able to ana-
lyze a small fraction of the attack sur-
face of Figure 1. These legacy methods 
produce output that is voluminous, 
unprioritized, and often irrelevant (for 
example, asking to patch an IE CVE on 
a laptop where the default browser is 
Chrome). Most organizations are un-

b Figure 4 was generated using real data from a 
Fortune 1000 customer of Balbix.

Cybersecurity 
checklists lull you 
into a false sense  
of security.
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Call to Action
As a discipline, CS must start thinking 
of cybersecurity as a probabilistic risk 
optimization problem. This author’s 
organization has done some work on 
being able to discover and quantify cy-
bersecurity posture in the spirit of this 
Viewpoint. We have developed a system 
that makes continuous observations of 
the extended enterprise from multiple 
vantage points including network, end-
point, configuration, and logs. This data 
is analyzed by an ensemble of machine 
learning models to surface inventory, 
business impact, breach likelihood, 
and cyber risk. The system also provides 
a prioritized set of possible mitigating 
actions to reduce risk along with simu-
lation tools to estimate the pro-forma 
ROI of contemplated mitigating ac-
tions. Early experience with this system 
at many Fortune 1000 organizations 
tells a bittersweet story of both despair 
(red heatmaps) and hope (we can now 
measure, so we will improve).

Much research needs to be done on 
understanding the principles of cyber-
resilient distributed systems design and 
feasibility of bolting-on cyber-resilience 
enhancing controls on top of legacy sys-
tems. The work done on developing zero-
trust frameworks like BeyondCorp10 is a 
good beginning.

CS educators should reevaluate 
course curriculum in order to better pre-
pare students for the cybersecurity reali-
ties highlighted in this Viewpoint. 
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We spend a lot of money on security 
tools, but don’t know what we are 
getting in return in terms of reduc-
tion in breach risk. New products are 
routinely launched without much 
thought about cybersecurity. In spite 
of millions of dollars of annual secu-
rity spending, most enterprises are 
just one bad click, one reused pass-
word, or a single unpatched system 
away from a major breach.

Cybersecurity Education
It is useful to note the huge gap be-
tween the requirements for cyberse-
curity professionals who can under-
stand and address the challenges of 
a practically unlimited attack surface 
(Figure 4), and the education and 
training being offered in university 
computer science programs. A re-
cent study7 noted none of the top 10 
CS undergraduate programs require 
a cybersecurity course in order to 
graduate. While a small (but increas-
ing) number of professional mas-
ter’s degree cybersecurity programs 
are now being offered by top 40 CS 
departments, these tend to focus on 
a handful of basic elements of com-
puter security, particularly crypto—
and how to secure a small number 
of points on the attack surface of 
Figure 1 using existing tools. Some 
programs teach incidence response 
and forensics.

Our cybersecurity training pro-
grams do not consider cyber-insecurity 
as a networkwide (probabilistic) risk 
optimization problem. We are not 
teaching our future technologists how 
to design and create cyber-resilient 
distributed systems, or how machine 
learning, automation, and data visu-
alization can serve as powerful tools to 
understand and mitigate cyber-risk.

New products  
are routinely 
launched without 
much thought  
about cybersecurity.
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CHIkids, Druin contracted a profes-
sional childcare service and invited 
members of the CHI community to 
volunteer as “CHIkids Leaders.” To 
help cover childcare costs and to pro-
vide computer equipment to the chil-
dren, Druin sought out and received 
external sponsorships.

Because detailed records are not 
available for these early initiatives, it is 
not possible to comprehensively ana-
lyze demand, successful outcomes, 
challenges, and cost; however, an ar-
chived CHIkids page from 1999 in-
dicates 38 children enrollees (ages six 
months to 14 years old). An additional 

C
ON F E RE N CES MATTER.  THEY 

offer a one-stop forum for 
academics and industry pro-
fessionals alike to commu-
nicate recent findings, meet 

new people, foster collaborations, 
maintain connections, and nurture a 
sense of community. Conference at-
tendees who are also parents, however, 
face a notable barrier: how to attend 
and gain the aforementioned career ben-
efits while also balancing childcare re-
sponsibilities—a challenge Calisi et al.2 
refer to as the “childcare-conference 
conundrum.” While all primary care-
takers of children are affected, women 
often experience greater disadvantages 
due to multiple factors (for example, 
biological, cultural) further affecting 
their community participation and, ul-
timately, their careers. Indeed, recent 
work studying family formation on aca-
demic careers found that a “baby pen-
alty” negatively affected women’s but 
not men’s career mobility, with a larger 
negative impact for women of color.4

To help address these issues, aca-
demic and industry conferences are 
increasingly offering some sort of fam-
ily-support services (for example, on-
site nursing rooms and/or childcare).1 
Here, we describe planning, organiz-
ing, running, and assessing family-
support services at ACM CHI2018—a 
large (3,500 participants) multidisci-
plinary conference of researchers and 
practitioners in human-computer in-
teraction and design; CHI2018 was lo-
cated in Montréal, Canada.

Our goals with this Viewpoint are 
to provide insights into the logistics, 
policies, and complexities of offering 
family services at CHI and to reflect on 
and offer guidelines and best practices 
for future ACM conferences.

History of Services Offered at CHI
Unlike many academic conferences, 
CHI has a rich, though inconsis-
tent, history of offering family sup-
port services. In 1996, Allison Druin 
started the CHIkids program—a fun, 
interactive “CHI daycamp” based on 
Druin’s research in children-focused 
participatory design.3 To help run 

Smaller attendees appreciated the colorful CHI2018 giant hashtag.

Viewpoint  
Organizing Family Support 
Services at ACM Conferences
Seeking to improve access to conferences and  
provide support for attendees with children. 
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This was justified with the survey data 
described here, combined with our 
shared desire to provide an impor-
tant service, particularly beneficial to 
women and women of color.4 Further, 
the childcare provider needed to be 
contracted before knowing how many 
children would use the service, requir-
ing a financial commitment from the 
general chairs.

 ˲ Space. With up to 23 parallel tracks 
at CHI, it can be complex to find space 
for non-program activities, such as on-
site childcare and a nursing room.

 ˲ Liability. ACM is required to pay 
insurance to cover any liability for 
anything that occurs on the prem-
ises of the conference. The addition 
of on-site family services introduces 
additional concerns, including: chil-
dren accessing the site need to be ap-
proved and tracked, just like adults; 
local laws governing the presence of 
children at events with alcohol; and 
the potential harm that could come 
to children must be included in the 
liability policy, such as a child harm-
ing themselves with a toy provided by 
the conference.

Running Family Support Services
Based on parents’ needs voiced dur-
ing the survey and organizational con-
straints, the conference and family 
chairs decided to support attendees 
with a multipronged approach: a child 
pass, on-site childcare services, and a 
nursing room. We hoped this would 
enable broad attendance for CHI2018.

Child Pass: We included a $10 USD 
pass for children 0–18 to accompany 
their parents, both to provide access 
to the conference center and to make 
children feel welcome. It included a 
conference badge. We used the child 
pass registrations to communicate 
information to parents. Children 
were welcome to all on-site events, 
except for technical paper presenta-
tions as we thought that the poten-
tial disruption to speakers and audi-
ence members was greater than the 
benefit, given that all papers were 
livestreamed.

Childcare: We offerred on-site 
childcare via KiddieCorp, a profes-
sional on-site childcare service. Chil-
dren had a large common room with 
toys, snacks, and activities such as 
crafts, toys, and books. The Kiddi-

archived page from CHI2001 discusses 
two childcare options: one for $85/day 
intended for six-month to six-year-
olds and the other called “CHICamp” 
for $130/day for 7–14-year-olds (which 
amounts to $121/day and $185/day in 
today’s dollars, respectively). Though 
CHIkids and its later incarnation CHI-
Camp required a significant grassroots 
effort to organize and run, the program 
continued for nine years.

While some community-based ini-
tiatives occurred in the interim (such 
as social media groups to coordinate 
babysitters), CHI did not offer on-
site childcare again until 2016 when 
Jofish Kaye and Druin co-chaired 
the conference. This reintroduction 
of services was, in part, a reaction to 
certain previous flashpoints in which 
children were unable to accompany a 
parent into a conference social func-
tion (for example, the reception), but 
also seen by Kaye and Druin as an 
important initiative to increase the 
inclusiveness of the CHI conference. 
To formalize the effort, they created 
a childcare chair position within the 
organizing committee. While a sym-
bolic success in highlighting fam-
ily inclusivity to the CHI community, 
childcare enrollment did not meet 
expectations (approximately 15 chil-
dren participated). Consequently, 
childcare services were not provided 
at CHI2017 and no one was appoint-
ed to the role of family services chair. 
It is with this context that we began 
planning for CHI2018.

Planning Family Support 
Services at CHI2018
To plan for CHI2018, we began with a 
background survey soliciting feedback 

about potential family support ser-
vices and childcare options. We sum-
marize the main findings here; see 
http://bit.ly/2tDntjo for a full report. In 
all, we had 95 respondents, including 
66 faculty, 17 students, and 10 people 
from industry. Of these, 69.5% indi-
cated being likely or very likely to use 
childcare services at CHI2018. Most 
respondents preferred on-site child-
care (92%) followed by on-site shared 
nannies (62%) and independent baby-
sitters/nannies (38%). They estimated 
needing childcare services for 108 chil-
dren at CHI2018.

When asked about the maximum 
pay rate for a full day (eight hours) of 
childcare for one child (a closed-form 
question ranging from $60 USD/day 
to $140/day), the most common re-
sponse was $80/day (27.8% of respon-
dents). Over 69% preferred $100/day 
or less; however, 14% of respondents 
were willing to pay $140 or more. 
When asked about who would pay for 
childcare—for example, the parent 
or the employer—72.2% responded 
paying themselves “out-of-pocket” 
and only 12% thought that they could 
get some or all of the childcare costs 
covered by their institution (14% 
were not sure).

Informed by this background survey, 
our own research into family support 
services at other conferences, and 
available childcare options in Montré-
al, Canada (the conference location), 
we met with conference leadership and 
discussed options. There were three 
main considerations:

 ˲ Financial. The general chairs al-
located $15,000 to subsidize on-site 
childcare, which was approved by the 
SIGCHI Steering Committee and ACM. 

The chalkboard column was quite popular with children and adults in the CHI2018 exhibit hall. I
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ences this time; and Thank you because 
of this type of effort, I plan to attend CHI 
in the future!!! Most of the negative 
comments were about the high cost; 
one was about safety concerns.

Four common themes emerged in 
the suggestions: reducing cost, pub-
lishing more information prior to 
the conference to help with planning 
(for example, about the space or local 
child-related information), extending 
childcare hours to cover lunch and 
pre-conference workshops, and more 
conference-related activities for older 
children (five years old or older).

Reflections and Recommendations
I’m not a parent, nor do I intend to be, but 
[childcare] is a critical service to our com-
munity, especially for students, junior 
scholars, single parents, and others who 
may otherwise not be able to attend (and 
if they can’t attend, they can’t publish in 
the proceedings).

 —Post-Conference  
Survey Response

Here, we reflect on our findings and 
experiences running family support 
services at CHI2018, most of which 
should be generally applicable to other 
academic conferences.

Get support. Financial, logistical, 

eCorp team members are uniformed, 
screened, and experienced employees 
who have completed the KiddieCorp 
training program. The services were 
in English, for children 6 months to 
12 years old.

Childcare was available during the 
technical sessions of the main confer-
ence (not during the workshops due 
to space constraints) at the cost of $10 
USD/hour. Parents registered for child-
care in advance on the KiddieCorp site 
or onsite. Based on pre-conference reg-
istrations, we contracted the daycare 
services to to care for up to 18 children 
simultaneously with four daycare pro-
viders for each block of time.

Nursing room: We provided a quiet, 
semiprivate nursing room for feeding 
and changing. The nursing room had 
comfortable sofas, a changing table, 
nursing chairs, a play mat, a kettle, and 
a fridge to store milk. Signs in the nurs-
ing room directed caregivers to online 
live streams of paper sessions to watch 
on their own devices.

Assessing Family Support 
Services at CHI2018
In total, family support services at 
CHI2018 enabled 61 children to accom-
pany their parents at the conference 
with the conference badges, and 24 
children from 17 families used the on-
site childcare services. The service was 
full on the first two days of the confer-
ence and used at over 80% capacity for 
the last two. Many attendees comment-
ed on the higher proportion of children 
around the conference site, typically 
quite positively. This is supported by 
the general post-CHI survey—sent to all 
3,372 attendees—in which 63% agreed 
the conference was family-friendly, 
with only 8% disagreeing.

To gain understanding of how 
childcare services at CHI were used 
and perceived, we designed a cus-
tom family services follow-up survey, 
which was advertised on social me-
dia and emailed directly to attendees 
who registered for a child pass and/or 
indicated interest for childcare at the 
conference. Our 62 respondents in-
cluded 33 who identified as female, 24 
as male, and 2 as nonbinary or gender 
noncomforming; 47 reported being 
parents. Of respondents who brought 
their children to the conference, 77% 
stated the family support services 

made a difference in being able to at-
tend the conference. The top three 
reasons indicated for bringing a child 
included: not having a good caregiv-
ing/childcare option at home (32%), 
enjoying travel with children (18%), 
and providing an enriching educa-
tional experience (18%).

Of parents that did not bring chil-
dren, half reported considering it be-
fore ultimately deciding no. Their top 
three reasons included: travel costs 
(45%), preferring not to travel profes-
sionally with children (32%), or that the 
services were considered inappropri-
ate for the child’s age (32%).

In general, parents were satisfied 
with the services provided: all parents 
(14 of 14) were satisfied or very satis-
fied with the onsite childcare, 83% (14 
of 17) with the child pass, and 75% (3 
of 4) with the nursing room. Similar 
to the general survey, 79% of respon-
dents felt that children were welcome 
at the conference, with 7% indicating 
“not really.”

The survey also solicited open-ended 
feedback, which was largely positive, 
emphasizing the impact these servic-
es had on the conference: Extremely 
happy with the on-site childcare program 
this year! This service made a HUGE dif-
ference to our travel decision and experi-

The childcare room with the theme of “Camp CHI” at CHI2018.
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Toward the Future
The ACM SIGCHI community aims 
to be inclusive and diverse. SIGCHI 
conferences are taking steps to in-
crease the participation and suc-
cess of underrepresented groups in 
HCI. The advice page on organizing 
a SIGCHI sponsored conference in-
cludes a paragraph on the need to 
develop a policy regarding children 
at conferences.a We encourage oth-
er special interest groups to adopt 
similar policy and encourage their 
members to consider how to improve 
access to conferences or include sup-
porting attendees with families.

This conference attendee summa-
rized clearly the need for these services: 
THIS. It is so needed. I am terrified this 
will be a “one off” (even having a nurs-
ing room has varied from year to year). 
Programs like these make parenting in 
the community visible and send the 
right message about participation from 
primary caregivers who also happen to 
be HCI researchers. Oh, and I’ve also 
made professional connections I other-
wise wouldn’t have, because we 
brought our kids and wanted to con-
nect as CHI parents to swap tips AND 
talk about research! 

a See http://bit.ly/2Uy9OoN
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and even philosophical support from 
conference organizers and community 
leadership is critical. Financial sup-
port includes daycare costs and spon-
sorship, logistical support involves 
finding daycare providers, booking 
rooms, handling registration as well 
as covering insurance and liability is-
sues, and philosophical support helps 
align the community toward investing 
in these services.

Have Family Support Chairs. To 
demonstrate a commitment to inclu-
sivity, general chairs should consider 
dedicated co-chairs to manage family 
support services, to assess the needs 
of the community, source options, and 
implement the vision for and logis-
tics of providing support for families. 
Family co-chairs can also ensure the 
services are running smoothly during 
the conference.

On-site care should ideally be sub-
sidized by general registration fees 
or external sponsors. The selected 
childcare service should be insured, 
provide well-vetted professionals, 
and offer care throughout the day (in-
cluding lunch break) with 15–20-min-
ute buffers before the start and end 
of the day’s conference activities. 
Advanced sign up is recommended 
with a required partial deposit so the 
conference can plan and adjust to de-
mand.

Advertise early and broadly about 
care services so that people can plan 
submissions and travel. Information 
should be available on conference 
websites with regular social media re-
minders. Facilitate a social network of 
parents so they can get in touch with 
each other, ask questions, coordinate 
common resources.

Support children of all ages. Be-
cause different age groups require dif-
ferent types of activities and caretaker-
to-child ratios, carefully consider the 
following groups when planning your 
services: infants (0–1), toddlers (1–5) 
and older children (6+).

Provide a nursing room: Parents 
need a quiet, semi-private room to feed 
their children, which can also be used 
for babies napping or general rest. We 
recommend including a mini-fridge 
to store milk, a bottle warmer or a ket-
tle, and a changing pad. If possible, 
consider providing a live video feed of 
conference sessions.

Welcome children to events. Parents 
will appreciate the opportunity to 
bring their children to social events, 
demonstrations, and exhibit halls. Or-
ganizers should explicitly check poli-
cies of offsite venues to ensure that 
children are welcomed at official con-
ference events. If not, we recommend 
announcing in advance when events 
can only be attended by adults, so par-
ents can plan accordingly.

Think about diversity. While most 
of the CHI attendees that used child-
care were faculty, this may have been 
due to costs. Communities should 
think about how to better support a 
more diverse set of parents, particu-
larly student (for example, via subsi-
dized childcare costs).

Offer registration discounts for 
children and caretakers (for example, 
spouses, grandparents), to allow fami-
lies to attend certain conference events 
together. Badges can include insur-
ance coverage (under the conference’s 
insurance policy).

PC meeting support. Consider offer-
ing childcare support at an in-person 
program committee (PC) or other or-
ganizational meetings. As a survey re-
spondent stated: For me, the PC meeting 
is far more of a problem as a parent than 
CHI itself… I’ve declined PC committee 
invites for [multiple years] now. Several 
other parents amongst my colleagues are 
in the same situation.

Give it time. Organizing family ser-
vices is an ongoing process. Because 
of cultural norms, shifting expecta-
tions, and the need to plan confer-
ence submissions and travel far in 
advance, we estimate three to four 
years of continuous family support 
offerings are necessary before we can 
truly study and understand commu-
nity impact.

Communicate to non-caregiving 
attendees. Announce to all attend-
ees where children are welcome. If in 
paper sessions, communicate this to 
presenters in advance to ensure they 
are not taken by surprise. Further, 
exhibitors, demonstrators, and other 
presenters must be made aware that 
people under 18 years old may be 
present.

Donations. We recommend confer-
ences donate all the family support 
services artifacts bought for the confer-
ence to a local women’s shelter.

http://bit.ly/2Uy9OoN
http://bit.ly/2UAtSHk
http://bit.ly/2H6pvLY
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http://bit.ly/2vanMTp
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ment of future user support systems 
and improve evaluations of current as-
sistants.” Knote et al.3 evaluated 115 
“smart personal assistants” by litera-
ture and website review to create a tax-
onomy based on cluster analysis of 
design characteristics such as com-
munications mode, direction of inter-
action, adaptivity, and embodiment 
(virtual character, voice), and so 
forth—a technology and features-
based taxonomy. A commercial study 
of 22 popular “intelligent … or auto-
mated personal assistants”7 reported 
“Intelligent Agents can be classified 

A
U TO M AT E D  C A R S  A R E  in 
our future—and start-
ing to be in our present. 
In 2014, the Society of 
Automotive Engineers 

(SAE) published the first version of a 
taxonomy for degree of automation in 
vehicles from Level 0 (not automated) 
to Level 5 (fully automated, no human 
intervention necessary).8 Since then, 
this taxonomy has gained wide accep-
tance—to the point where everyone 
from the U.S. government (used by the 
NHTSA5) to auto manufacturers to the 
popular press are talking in terms of 
“skipping level 3” or “everyone wants 
a level 5 car.”1 As technology gets de-
veloped and improved, having an ac-
cepted taxonomy helps ensure people 
can talk to each other and know they 
are talking about the same thing. It is 
time for one of our computing organi-
zations (perhaps ACM?) to develop an 
analogous taxonomy for automated 
assistants. With Siri, Alexa, Cortana, 
and cohorts selling in the “tens of mil-
lions”2 and with more than 20 compet-
itors on the market,7 having an easily 
understandable taxonomy will help 
practitioners and end users alike.

There is already a significant body 
of literature aimed at improving the 
design and use of automated assis-
tants in both industry and academic 
arenas (with a variety of category 
names for these devices and systems, 
using some combination of “automat-
ed,” “digital,” “smart,” “intelligent,” 
“personal,” “agent,” and “assistant”), 
as the bibliographies of cited works 

show. Some recent work focused on 
task content, use cases, and features. 
The task content of human activity 
has been widely studied over a long 
period of time, but Trippas et al.9 note 
that “how intelligent assistants are 
used in a workplace setting is less 
studied and not very well understood.” 
While not presenting a taxonomy of 
assistants, this type of task content 
analysis could be used as an aid in in-
telligent assistant design. Similarly, 
Mehrotra et al.4 studied interaction 
with a desktop-based digital assistant 
with an eye to “help guide develop-

Viewpoint 
A Taxonomy of 
Automated Assistants 
Rating your intelligent (human or automated) assistant.
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tants, the levels could be linked to the 
human assistant scale: Level 1 “per-
forms like an entry level assistant” to 
Level 5 “performs like a super assis-
tant.” Or, they could follow the SAE 
approach and be more descriptive of 
the level of automation versus human 
intervention required: Level 0 “no au-
tomation,” Level 1 “requires signifi-
cant human input, supervision and re-
view,” Level 2 “requires some human 
input, supervision and review,” Level 
3 “requires some human input and 
review,” Level 4 as “requires minimal 
human input and some review” and 
Level 5 as “requires minimal human 
input and review.” Admittedly these 
are subjective names, but examples 
help clarify, and they can still be re-
lated to the human assistant capabil-
ity scale.

Work-Output Examples
It may be easiest to understand the 
taxonomy by example. Several are 
presented here representing typical 
tasks for an administrative assistant. 
As the taxonomy should encompass 
a broad range of uses of intelligent 
assistants and other kinds of tasks, 
the listed examples should be taken 
only as illustrative of the work-output 
at each level of capability.

Example 1: Preparing for 
a one-on-one meeting.

Level 1: An entry level assistant gets 
a call from your boss for a meeting and 
puts it on your calendar.

Level 2: An assistant gets the call, 
puts it on your calendar, and lets you 
know when your boss wants to see you.

Level 3: A good assistant finds out 
what the topic is and tells you that too.

Level 4: A really good assistant asks 
you what materials you need, assem-
bles them, puts them in a folder, and 
gives them to you in time to review for 
the meeting.

Level 5: A super assistant finds most 
of the materials based on learning what 
the meeting is about, and calls your at-
tention to what additional information 
you might also want to prepare.

Example 2: Preparing for 
a conference call.

Level 1: An entry level assistant sees 
that you put a conference call on your 
calendar.

based on their degree of perceived in-
telligence and capability such as sim-
ple reflex agents, model-based reflex 
agents, goal-based agents, utility-
based agents and learning agents.” 
While this is an arguably useful tax-
onomy, it also primarily addresses the 
technology used and not the actual 
use of the automated assistant. The 
website additionally presents editor 
and user ratings of ease of use, fea-
tures, and performance that may be of 
value to end users.

The taxonomy suggested here fo-
cuses on the end-user view of “work 
output,” and while this approach uses 
a somewhat subjective measurement 
scale, further work might incorporate 
objective data such as is suggested in 
the references. The U.S. Department 
of Labor has commissioned work 
that provides detailed analysis of the 
job content, knowledge, and skills 
required of human assistants at vari-
ous levels that could be used in fur-
ther refining this taxonomy.6 Further-
more, the current taxonomy does not 
address the time an assistant might 
spend in performing a task, another 
factor that might be used in expand-
ing a classification scheme.

Work-Output  
Capability Taxonomy
The work-output or “capability” tax-
onomy for assistants I have long used 
is based on observation of the skills 
and experience of human assistants 
over the past 40 years. Today’s admin-
istrative or personal assistants (the 
human kind) perform a wide range of 
functions, albeit with highly varying 
levels of accuracy, knowledge, skill, 
enthusiasm, and initiative. The best 
are professionals with superior skills 
who genuinely earn their titles—they 
provide highly valuable (and valued) 
assistance to the people they work 
with, leveraging their abilities in pur-
suit of the goals of the organization 
that employs them. These people 
should (and mostly do) enjoy all the 
kudos, benefits, and satisfaction that 
comes from being a professional rec-
ognized for excellent work.

Experience working with assistants 
of all ranks and skills has led me to 
want to expand the ranks of the best, 
whether in the future they will be hu-
man, automated, or human-augment-

ed-with-automation. Anyone who has 
worked with an assistant knows that 
if the assistant is not very good (for 
example, produces sloppy or inac-
curate work, or takes longer than the 
expected or allotted time), the person 
or device is more often going to be a 
source of frustration and annoyance 
than assistance.

This assistant capability scale, 
while initially designed to rate hu-
man assistants, can readily form the 
basis for an intelligent automated as-
sistant scale. As described in the ex-
amples below, it ranges from Level 1 
(Entry Level Assistant) to Level 5 (Su-
per Assistant). The key work-output 
characteristics of each level reflect an 
integration of skills and experience 
as follows:

Level 1: Work-output based on 
passively performing specifically 
assigned tasks;

Level 2: Work-output based on ac-
tively performing assigned tasks, de-
veloping related sub-tasks;

Level 3: Work-output based on us-
ing basic general knowledge and ex-
perience to understand specifically 
assigned duties and perform readily 
discerned tasks;

Level 4: Work-output based on us-
ing broad knowledge and experience, 
general and in the task area, to under-
stand broadly assigned duties and per-
form implied tasks; and

Level 5: Work-output drawing on all 
available knowledge and experience 
from a variety of sources, general and 
in the task area, to infer useful duties, 
executed without supervision—just 
like you would have done them if you 
had the time, or even better!

Adapting this to automated assis-

The taxonomy 
suggested here 
focuses on  
the end-user view  
of “work output.”
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kind of things they ought to be work-
ing on to improve their capabilities. 
It (or I) has not uniformly succeeded 
in that regard, although it should not 
be expected that assistants will neces-
sarily perform at the same level for all 
types of tasks. The question is wheth-
er your assistant (human, automated, 
or human augmented with automa-
tion) is performing at Level 1 now, but 
can the assistant perform at Level 5 
with some coaching. Perhaps Level 2 
on some tasks and Level 4 on others? 
How do Alexa, Siri, and Google Assis-
tant rate on various types of tasks—
Level 1 on some, Level 5 on others? 
Will our future assistants be all digi-
tal, or will the super assistants of the 
future be the human ones who figure 
out how best to augment their skills 
with their own digital assistants? As 
for now, I am betting on the latter—at 
least until AI makes further advances 
into the realm of adding “the human 
touch.” Either way, fairly soon every-
one will want to skip Level 3 and have 
a Level 5 intelligent assistant. 
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Level 2: An assistant sees that you 
didn’t note the phone number and 
password and asks you about them.

Level 3: A good assistant asks who 
the other attendees are and notes that 
on your calendar too.

Level 4: A really good assistant asks 
about attendees and topics, what 
information you might want distrib-
uted in advance, whether you want 
a reminder sent out, and so forth. 
[Overreach at this level, which should 
not happen at Level 5, would be call-
ing the conference call organizer to 
request a change in agenda without 
first consulting with you.]

Level 5: A super assistant figures 
all this out based on your past behav-
ior, on the title of the conference call, 
on the names of the other attendees, 
and just does it!

Example 3: Preparing for 
a candidate interview.

Level 1: An entry level assistant 
schedules a candidate interview and 
puts it on your calendar.

Level 2: An assistant puts the per-
son’s résumé in a folder and gives it to 
you before the interview.

Level 3: A good assistant gives you 
this information in enough time for 
you to review before the candidate 
comes in.

Level 4: A really good assistant looks 
up additional information about the 
candidate on the Web.

Level 5: A super assistant reads all 
this information and highlights inter-
esting points for your attention.

Example 4: Arranging 
business travel.

Level 1: An entry level assistant puts an 
out-of-town meeting on your calendar.

Level 2: An assistant makes your trav-
el arrangements as per your instructions.

Level 3: A good assistant looks up 
travel alternatives and brings them to 
you, and then makes your travel arrange-
ments according to your instructions.

Level 4: A really good assistant 
validates your trip schedule, makes 
sure you can get from one place to 
another, arranges cars and pickups, 
and goes over it with you several days 
before your trip, in time to make 
changes if necessary. [Overreach at 
this level, which shouldn’t happen 
at Level 5, would be booking dinner 

at an expensive restaurant and box 
seats at a Broadway play.]

Level 5: A super assistant does all 
this based on your past trips, adds 
maps of the areas you are visiting, 
maps showing buildings you are go-
ing to (including any security arrange-
ments), any other complex instruc-
tions, information on local sites that 
might be of interest, and so forth.

Example 5: Arranging a 
large meeting or event.

Level 1: An entry level assistant is 
told, step-by-step, what to do to plan a 
meeting you are hosting for colleagues 
from multiple locations, and requires 
that you follow up to ensure these 
things are done in the way you want.

Level 2: An assistant is told the gen-
eral outlines of the event and the tasks 
to be done in preparation, and is able 
to follow through with most, reporting 
back to you.

Level 3: A good assistant discuss-
es the general outlines of the event, 
comes up with the tasks, and reports 
back to you on any issues.

Level 4: A really good assistant does 
that and comes up with suggestions on 
how to deal with the issues.

Level 5: A super assistant suggests 
to you what needs to be done to have 
a really great meeting—and then does 
it all!

Conclusion
The human assistant scale presented 
in this Viewpoint can be readily (al-
though subjectively) applied to intel-
ligent automated assistants to help 
developers (and perhaps the systems 
themselves) improve their capabili-
ties. I have used this capability scale to 
help human assistants understand the 

The key work-output 
characteristics of 
each level reflect an 
integration of skills 
and experience.
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W
E LCOME TO THE special section covering East Asia and Oceania. 
Our region includes Southeast Asia, Oceania, and Asia-Pacific 
countries including Japan and Korea. The articles within this 
section—noted as Hot Topics and Big Trends—highlight the 
research and innovation emerging from the region as well as 

helps to strengthen the research collaboration and communication with various 
regions of the world.

The inventive minds of the researchers and practitioners in the region have 
put computing technology to great use as illustrated in diverse applications 
ranging from preserving cultural heritage to services designed to enhance the 
digital economy. These themes constitute some of the subjects explored in the 
Hot Topics section.

Big Trends in the region range from research trends to trends involving sig-
nificant investments by local governments to support specific disciplines. These 
trends include technological advances such as advances in 5G, research advanc-
es in program analysis and trustworthy computing, and government initiatives 
in artificial intelligence and healthcare.

No section spotlighting this part of the world would be complete without a 
discussion of the collaboration and engagement efforts across the region.  
A workshop, held at the National University of Singapore in August 2019, 
strengthened our efforts in this direction. We discovered several existing confer-
ences, such as AsiaCrypt, that build regional research networks. We thus present 
an article narrating experiences from the AsiaCrypt community. In addition, we 
present an article describing the Shonan meetings—a significant initiative from 
Japan’s National Institute of Informatics (NII) that provides a forum for research 
interaction across topics in computer science.

We hope this special section serves to encourage Communications readers to 
engage more with researchers and research efforts in our region.

—Sue Moon, Ann Nicholson, and Abhik Roychoudhury 
Co-organizers of East Asia and Oceania Region Special Section

Sue Moon (sbmoon@kaist.edu) is Chair Professor at KAIST in the Republic of Korea. 

Ann Nicholson (Ann.Nicholson@monash.edu) is a Professor and Deputy Dean Research in the Faculty of Information 
Technology at Monash University, Australia.  

Abhik Roychoudhury (abhik@comp.nus.edu.sg) is Provost’s Chair Professor at the National University of Singapore.

Copyright held by owners/authors.
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 H
hot topics

J
A PA N ’S N AT IONAL 

IN STITUTE  of In-
formatics (NII) 
launched its 
inaugural NII 
Shonan Meet-

ing in February 2011. It was 
the first international con-
ference of informatics in 
Asia, following in the style 
of the Dagstuhl seminars 
in Germany, designed to 
bring together the world’s 
leading researchers and 
engineers to discuss open  
problems and challenges. 
More than 140 meetings 
have been held since then, 
and the number of par-
ticipants totaled approxi-

In such international 
surroundings, the NII 
Shonan Meeting encour-
ages close communication 
among participants. The 
venue— Shonan Village 
Center—offers a conducive 
environment for such 
gatherings, located far from 
downtown on a hilltop with 
lush greenery. Each meet-
ing lasts 4–5 days, including 
a half-day excursion. By the 
end of every workshop, each 
participant has learned the 
research interests and 
expertise of all fellow 
attendees through days of 
discussions and friendly 
interactions.

To hold a Shonan 
Meeting, organizers must 
submit a proposal to the 
NII’s academic committee. 
Experts exam the docu-
ments and organizers are 
notified about the results. 
Although similar to the 
Dagstuhl’s review process, 
we often request proposal 
revisions, taking reviewers’ 
comments into account. 
Sometimes, organizers are 

co-located with these mega 
conferences, but because 
they usually last a day or 
less it is very difficult for 
participants to interact with 
each other. This prompts 
the research community to 
have smaller workshops 
that last at least a few days. 
Dagstuhl is the most 
successful of this kind and 
an excellent model for the 
NII Shonan Meeting.

A typical NII Shonan 
event focuses on smaller but 
emerging areas of informat-
ics with around 25 partici-
pants. Each meeting invites 
experienced and young 
promising researchers in 
academia and industry for 
interdisciplinary discus-
sions. As of November 2019, 
participants have represent-
ed 60 countries and regions: 
38% from Asia, 37% from 
Europe, 20% from North 
America and South America, 
4% from Oceania, and less 
than 1% from Africa. In the 
last few years, about 13% of 
the participants are female 
researchers. 

mately 3,500 by November 
2019. NII supports all the 
administrative arrange-
ments for organizers and 
covers approximately half 
the fee for every academic 
participant (including 
room, board, and meeting 
fees). We currently hold 
20–25 workshops/year. 
Sometimes, we also have 
summer/winter schools. 

A recent trend in 
computer science confer-
ences is to host “mega” 
conferences. For example, 
both the NeurIPS and CVPR 
events have attracted 
thousands of participants. 
There are many workshops 

Profession  |  DOI:10.1145/3378546 

The NII Shonan  
Meeting in Japan
BY KEN-ICHI KAWARABAYASHI

A typical NII Shonan event 
focuses on smaller but  
emerging areas of informatics 
with around 25 participants.
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asked to make major 
changes to their proposals; 
in fact, on occasion they 
are asked for multiple 
revisions. 

The computing areas 
covered by the NII Shonan 
Meet are very diverse. 
Indeed, in the last two 
years, software, theory, 
programming languages, 
and architecture (in a 
broad sense) have been the 
major focus, but they each 
occupy at most 20%. There 
are several workshops in 
the area of natural lan-
guage processing, machine 
learning, databases, and 
security. This is a bit 
different from the Dagstuhl 
model in that approximate-
ly 30% of those workshops 
focus on theory (in a broad 
sense), followed by pro-
gramming languages (with 
around 15%). Moreover, a 
Dagstuhl seminar typically 
hosts 40 researchers, while 
a NII Shonan Meeting 
hosts 25 researchers on 
average. It appears the NII 
Shonan Meeting focuses 

on more specific areas 
while Dagstuhl’s scope 
seems broader. 

Remarkably, an increas-
ing number of frequent 
participants have been 
creating research commu-
nities centered on their 
particular research topics. 
One example is a commu-
nity on visualization 
formed after the No.046 
seminar,a that now orga-
nizes new workshops 
almost every year. Another 
group on engineering 
adaptive systems (EASy) 
has also been reuniting 
after No.004.b 

An important aspect of 
the NII Shonan Meeting is 
that collaborations have 
enabled researchers to 
publish books and papers 
and to obtain research 
grants. Researchers from 
No.120c issued a paper on 

a No.046; https://shonan.nii.ac.jp/
seminars/046/

b No.004; https://shonan.nii.ac.jp/
seminars/004/

c No.120; https://shonan.nii.ac.jp/
seminars/120/

visual analytics and 
another group from 
No.074d published a book 
on immersive analytics. 
Springer has published 
three monographs as a 
book series on Shonan 
workshops written by 
participants, one of which 
was written by EASy 
researchers. In addition, 
some researchers received 
research funding from 
NSF, SNSF, and JSPS, 
submitting proposals 
discussed during the 

d No.074; https://shonan.nii.ac.jp/
seminars/074/

Shonan seminars.
Thus, the NII Shonan 

Meeting has contributed to 
research achievements by 
giving participants the 
opportunity to access 
broad ideas on specific 
topics. One of the missions 
of the NII Shonan Meeting 
is to welcome more 
participants from various 
backgrounds to this 
significant destination for 
informatics researchers. 

Ken-ichi Kawarabayashi is a professor 
and Deputy Director General at the 
National Institute of Informatics in Tokyo, 
Japan.

© 2020 ACM 0001-0782/20/4 $15.00

An important aspect of the 
NII Shonan Meeting is that 
collaborations have enabled 
researchers to publish books  
and papers and to obtain 
research grants.

Every NII Shonan Meeting takes place at the scenic Shonan Village Center in Japan.
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T
O CA PTURE CUL-

TURA L heritage 
is to capture 
the experience 
of people who 
are directly 

involved in creating, wit-
nessing, and maintaining 
cultural heritage objects. 
Ideally, the people access-
ing digital representations 
of cultural heritage objects 
are able to understand the 
significance underlying the 
objects. The question is 
how to capture (the experi-
ence of) cultural objects 
in digital form. Various 
modalities exist for repre-
senting cultural heritage: 
unstructured textual data, 
possibly including images 
or videos, as well as struc-
tured data. 

To illustrate our 
approaches, we pick one 
cultural heritage represen-
tative: rendang, one of the 
five national dishes of 
Indonesia, believed to 
have existed as early as the 
15th century. From textual 
sources, we may learn 

in Bali. The same search 
will also miss references 
to kalio, a wetter version of 
rendang. Potential re-
sources in other languages 
(using spelling variations) 
may also be lost. Thus, 
false positives (wrong hits) 
and false negatives (omit-
ted hits) may occur in the 
search results. 

Semantic text analysis is 
one approach to make such 
hidden information 
accessible and to help 
avoid irrelevant search 
results. The Capisco 
system6 avoids the need for 
complete semantic text 
markup by using an 
automatically generated 
Concept-in-Context (CiC) 
network. The network is 

able in traditional books. 
Recipe variations for renda-
ng are published in many 
cookbooks, and its cultural 
significance can be traced 
through the centuries in 
novels, newspapers, and 
historic books. Many of 
these can now be accessed 
through their digitized ver-
sions, for example, via the 
HathiTrust Digital Library 
(www.hathitrust.org). A 
quick search for rendang 
reveals cookbooks, intro-
ductions to the Indonesian 
language, and to Javanese 
culture. However, not all 
search results refer to the 
dish; for example, Raffles10 
refers to “Mangsa rendang” 
as the season of rain, and 
Rendang is also a district 

about rendang and its 
history. According to 
Nurmufida et al.,8 rendang 
is a traditional cuisine 
originating from West 
Sumatra, with beef and 
coconut milk as its main 
ingredients. From image 
sources, we may see what 
rendang looks like. For 
example, Wikimedia 
Commons contains 
images of rendang that 
show that, despite being 
similar to curry, rendang is 
actually drier. Next, we 
may wonder how to cook 
rendang. A simple You-
Tube search provides a 
wide selection of videos 
showing how to cook 
rendang, with the chefs 
ranging from local Indone-
sians to international 
chefs. In fact, the word 
rendang originates from 
how it is cooked; that is, 
slowly (merandang, in the 
Minangnese language). 

Textual Data
Much information about 
heritage is already avail-

Capisco has been shown to 
provide quality semantic search 
results for English-language 
texts, with promising early 
results for other languages.

Capturing Cultural Heritage  
in East Asia and Oceania
BY SALLY JO CUNNINGHAM, FARIZ DARARI,  
ADILA KRISNADHI, AND ANNIKA HINZE
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seeded by semantic 
concepts and their context 
of use as identified from 
Wikipedia texts. When 
doing a semantic search 
for rendang in Capisco, the 
user would specify they are 
interested in the dish; 
consequently, only those 
digital sources that contain 
words in the context of 
cooking and eating are 

selected. Texts about the 
Rendang district in Bali, as 
well as the rain season, 
would be excluded from 
search results (as they do 
not refer to the dish). In the 
Capisco CiC network, both 
rendang and kalio are 
semantic concepts that are 
flagged as potentially 
synonymous in the context 
of Indonesian cooking. 
Thus, the search results 
would not only contain all 
texts referring to rendang 
recipes, but also those 
containing kalio recipes. 
Capisco’s semantic index 
can be exported to be used 
as data enrichment in 
existing digital libraries.5 
Capisco has been shown to 
provide quality semantic 

search results for English-
language texts, with 
promising early results for 
other languages. The 
support for cross-language 
semantic search and 
multilingual texts (particu-
larly relevant in bicultural 
New Zealand) is currently 
being investigated. 

In addition to seeding 
the CiC network via 

Wikipedia, Capisco also 
allows scholars to develop 
and refine their own set of 
relevant concepts. The 
system is unique in that 
the scholar is supported 
from initial exploration of 
digitized documents 
through to the creation of 
a publicly accessible 
collection.4 Particularly 
relevant for the Asia-Pacific 
region are Capisco’s use 
cases of heritage collec-
tions and digital repatria-
tion. While rich collections 
of historic documents exist 
for many South Pacific 
Island nations, the identi-
fication of these widely 
scattered documents and 
their compilation into 
coherent collections is 

challenging for any 
individual nation. The lack 
of access to records and 
documents is severely 
limiting, and many 
scholars in Pacific nations 
must manually build their 
own collections to support 
their research. The 
preservation of heritage 
information in digital 
libraries is a recurring 

theme in the ICADL series 
of Asia-Pacific Conferences 
on Digital Libraries. 

Structured Data
In addition to human 
consumption, it is of 
particular importance that 

cultural heritage informa-
tion can also be consumed 
in a machine-friendly way, 
realized through struc-
tured data. One of the 
local initiatives to capture 
structured data about cul-
tural heritage artifacts is by 
Putra et al.,9 who developed 
BudayaKB, a knowledge 
base storing Indonesian 
cultural heritage metadata. 
BudayaKB extracts entities 
of cultural heritage from 
Indonesian Wikipedia and 
presents the types and 
locations of the entities 
using machine-readable 
RDF triples.12 Through 
BudayaKB, applications 
for cultural heritage can 
be developed easily, as 
the data is captured into a 
structured form ready to 
be queried. BudayaKB con-
tains around 3,200 cultural 
heritage entities; a third of 
those are about food. Data 
in BudayaKB also is linked 
to Wikidata, a crowd-
sourced knowledge-base 
hub. Information about 
rendang can be found in 
BudayaKB, as a type of 
traditional food, coming 
from West Sumatra. Figure 
1 shows a SPARQL query,11 
asking for traditional foods 
of provinces in Indonesia. 

The query results, 
filtered to focus on Suma-
tera Barat (West Sumatra), 
show not only rendang, but 
also other traditional foods 
from the same region like 

Through BudayaKB, applications 
for cultural heritage can be 
developed easily, as the data  
is captured into a structured  
form ready to be queried. 
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terung balado (eggplants 
with chilies) and ayam pop 
(steamed chicken). From 
the links to Wikidata, one 
can learn that rendang is 
not only a beef dish, but 
also has variations with 
chicken, fish, and lamb. 
These examples demon-
strate how structured data 
may facilitate knowledge 
discovery in cultural 
heritage.  

Curation Support
The main challenge for ef-
fective and sustainable cul-
tural heritage preservation 
is the development of tools 
to support domain experts 
in curating collections of 
cultural heritage informa-
tion, rather than hand-

crafting code for creating 
and maintaining specific 
digital heritage objects. 
One such tool is the Green-
stone digital library system 
that allows collection own-
ers to index and present a 
searchable and browsable 
version of their documents 
online. The Niupepa col-
lection of historic Mãori 
newspapers (see Figure 2) 
uses the Greenstone sys-
tem for presenting heritage 
information.2

Many existing computa-
tional techniques focus on 
storage and processing of 
digital data, but heritage 
information poses the 
additional challenge of 
preserving or returning 
the cultural context to 

objects in a heritage 
collection. Because 
heritage documents and 
digital objects are scat-
tered across a variety of 
resources, they are often 
stripped of their interpre-
tation and the connection 
to the experiences of their 
originating people. 
Further development of 
any of these tools must be 
based on collaboration 
between indigenous 
domain experts and 
software engineers to 
ensure these connections 
are renewed and the 
cultural objects are 
treated with appropriate 
respect. 

Current Challenges
Recent years have seen 
renewed debates about the 
return of heritage objects 
to indigenous communi-
ties.3 However, for intan-
gible cultural heritage 
objects, such as informa-
tion about the traditions 
of rendang, simple return 
is not a viable option and 
digital repatriation offers 
a possible alternative. 
Capisco is a suitable tool 
to semantically search 
vast existing collections to 
identify relevant docu-
ments, such as missionary 
reports, anthropological 
monographs, early geo-
graphic surveys, and Victo-
rian tourist reports. These 
then can be compiled into 
portable collections, which 
may be returned to the 
indigenous peoples whose 
images, cultures, and 
histories were captured in 
the identified documents. 
In this challenging work, 
the rights of indigenous 
people relating to the 
collection and curation 
of data about their cul-
ture and heritage must be 
acknowledged.7 Appropri-
ate processes and data 
representations need to 

be developed by, with, and 
under guidance of the af-
fected communities.1    
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curity issue that has begun 
to emerge and will only ac-
celerate without individual 
and collective action is the 
threat of cyberattacks and 
cybercrime in the region. 
Most of the Pacific Island 
nations have either recently 
or are in the process of 
drastically increasing the 
access to international con-
nectivity  through subma-

for-profit Oceania Cyber 
Security Centre (OCSC) in 
Melbourne, Australia, has 
become the first regional 
partner of the Global Cyber 
Security Capacity Centre 
(GCSCC), at the Univer-
sity of Oxford in the U.K. 
and has teamed up with 
United Nations Interna-
tional Telecommunication 
Union (ITU) to complete 
cybersecurity capacity 
maturity assessments of 
countries in Polynesia, 
Micronesia, and Melane-
sia. This work targets 15 
countries for cybersecurity 
capacity reviews based on 
the Cybersecurity Capacity 
Maturity Model for Nations 
(CMM).b While five reviews 
have been completed, the 

b Cybersecurity Capacity Maturity 
Model for Nations, 2017; http://
bit.ly/2QXAZpU

rine cables that enable the 
potential transformation to 
digital  economy and digital 
society of such nations. 
However, the rapid expan-
sion of fast access to the 
globally connected Internet 
has also increased the risks 
of Pacific Island nations be-
coming victims of cyberat-
tacks and cybercrime.

A good deal of ad hoc 
support does exist. Ex-
amples of such activities 
include international 
organizations offering 
hands on capacity building 
cybersecurity workshops 
for government represen-
tatives or specialized  
training for police forces.  
A truly global initiative that 
began in April 2018 is now 
supporting Pacific Island 
nations in developing and 
strengthening their cyber-
security capacity. The not-

T
HE  OCE A NIA 

RE GION  is at 
a crossroads, 
with physi-
cal secu-
rity challenges 

headlined by a changing 
climate providing an exis-
tential threat to many of 
the Pacific Island nations 
that call the region home. 
Furthermore, the region 
has become a geopolitical 
battleground with major 
actors including Austra-
lia, China, the European 
Union, New Zealand, and 
the U.S. all working to gain 
influence. 

During the Pacific 
Islands Forum in late 
2018, Pacific Island lead-
ers outlined their security 
concerns through the Boe 
Declaration—a pronounce-
ment that looked to estab-
lish an expanded concept 
of security.a One such se-

a Pacific Island Forum Secretariat. 
Boe Declaration on Regional 
Security, 2018; https://www.
forumsec.org/boe-declaration-
on-regional-security/
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The rapid expansion of fast 
access to the globally connected 
Internet has also increased 
the risks of Pacific Island 
nations becoming victims of 
cyberattacks and cybercrime.

http://dx.doi.org/10.1145/3378550
http://bit.ly/2QXAZpU
https://www.forumsec.org/boe-declaration-on-regional-security/
https://www.forumsec.org/boe-declaration-on-regional-security/
https://www.forumsec.org/boe-declaration-on-regional-security/
http://bit.ly/2QXAZpU
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satisfying individual 
requirements of the coun-
tries, or critical infrastruc-
ture protection.

The joint projects in the 
Pacific are part of a global 
initiative on cybersecu-
rity capacity building for 
nations and represent a 
model for other regions, 
with a long-term vision of 
a network of regional cen-
ters, for which the OCSC is 
the reference model.   
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first comprehensive report 
has now been approved for 
released by the Samoan 
government and has been 
published by the Ministry 
of Communications and 
IT.c

The process, the choice 
of stakeholders involved, 
the resulting report, and 
all subsequent policy 
decisions and projects are 
owned by the individual 
countries. However, re-
searchers from the Univer-
sity of Oxford and the eight 
OCSC member universities 
in Victoria, Australia, ac-
company the project with 
research exploring the 
various themes and evolv-
ing cybersecurity context 
of the region. 

While the detailed 
reports are confidential 
(as long as they are not 
published by the par-
ticular country), there 
are general learnings and 
themes emerging from the 
work completed in Samoa, 
Tonga, Vanuatu, Papua 
New Guinea, and Kiribati. 
It shows that cybersecu-
rity is seen in a very wide 
sense. In addition to the 
core areas, particularly 
important topics are mali-
cious use of social media, 
fake news, deception, and 
fake accounts. One main 

c Cyber-security Capacity 
Review Independent State of 
Samoa, 2018;  https://mcit.gov.
ws/2019/04/03/cyber-security-
capacity-review-2018/

issue is the lack of quali-
fied people to support 
governments, compa-
nies, education, and the 
public in general. Further, 
there is a high probability 
for people with higher 
qualification to emigrate 
to other more developed 
countries. The accompa-
nying research and future 
CMM reviews will reflect 
on what it means for 

Pacific Island nations to 
expose themselves to the 
advantages and risks of 
the Internet community 
and what pathways can be 
developed toward higher 
maturity. 

CMM reports contain 
many recommendations 
and constitute a first step 
toward building capacity 
and developing cyber-
security strategies and 
policies. They clearly show 
that particular character-
istics of island countries 
in the Pacific require 
individual approaches to 
cybersecurity and digital 
transformation in general. 
Therefore, reviews are 
now followed by projects 
for capacity building, 
for example, to establish 
technical capabilities for 
incident response, to cre-
ate awareness programs 

CMM reports contain many 
recommendations and constitute 
a first step toward building 
capacity and developing 
cybersecurity strategies and 
policies.

The Boe Declaration on Regional Security expounds on the need for and methods to obtain greater 
“human” security, including the handling of cyberthreats to safety. Pacific Island leaders signed the 
pronouncement by handprint.

https://mcit.gov.ws/2019/04/03/cyber-security-capacity-review-2018/
https://mcit.gov.ws/2019/04/03/cyber-security-capacity-review-2018/
https://mcit.gov.ws/2019/04/03/cyber-security-capacity-review-2018/
http://FORUMSEC.ORG
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tives to advance technolog-
ical state-of-the-art in the-
matic National Satellites of 
Excellence in universities, 
grants for local research 
projects, international 
research collaborations, 
and joint technology de-
velopments with industry. 
Innovation is fostered 
through cross-sector R&D 

used AFL16 developed at 
Google, a greybox fuzzer, 
which uses lightweight 
program instrumentation 
to gain coverage informa-
tion for guiding program 
path exploration. AFLFast 
achieved tenfold speed-up 
over AFL using strategies 
to gravitate path explora-
tion toward low-frequency 
paths, which enabled it to 
expose several previously 
unreported CVEs that 
could not be exposed by 
AFL in 24 hours. It contrib-
uted to the runner-up team 
Codejitsu at DARPA Cyber 
Grand Challenge (2016) 
and has been integrated 
into mainstream AFL.

Scantist9 is a university 
spin-off with technologies 
for scalable vulnerability 
scanning and analysis at 
binary as well as source 
code levels, providing 

discussions and partner-
ships and fast-tracked by 
national testbeds for safe 
and repeatable cybersecu-
rity experiments.

Research Impact
Research entities in Singa-
pore have adopted a multi-
disciplinary, mission-ori-
ented approach in solving 
cybersecurity problems 
with notable outcomes. 
There are several such ex-
amples of research impact 
in cyber-security being 
achieved by Singapore’s 
institutions including in 
software security, systems 
security, and Internet of 
Things (IoT) security.

A noticeable impact has 
been achieved in the field 
of vulnerability detection 
in programs, namely fuzz 
testing. AFLFast2 is an 
extension of the widely 

A 
SUCCES S -

F UL DIG ITAL 

E CONOMY 

requires 
cybersecu-
rity to be a 

vital enabler, protecting 
the interests of individu-
als and businesses and 
enabling the resilience of 
businesses and services. 
Since 2013, Singapore’s 
medium- to long-term di-
rections for cybersecurity 
is to develop R&D expertise 
and capabilities to improve 
the trustworthiness of 
cyber infrastructures and 
systems with an emphasis 
on security, reliability, 
resilience, and usability 
among government agen-
cies, academia, and indus-
try. Various initiatives to 
support research, innova-
tion, and enterprise have 
been implemented under 
the Whole-of-Government 
National Cybersecurity 
R&D (NCR) Programme.8 
The program supports a 
synergistic range of initia-

Singapore’s  
Cybersecurity Ecosystem
BY KAREN TEH, VIVY SUHENDRA, SOON CHIA LIM,  
AND ABHIK ROYCHOUDHURY

Cybersecurity  |  DOI:10.1145/3378552 

Innovation is fostered through 
cross-sector R&D discussions 
and partnerships and fast-
tracked by national testbeds 
for safe and repeatable 
cybersecurity experiments.

http://dx.doi.org/10.1145/3378552
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and distribution plant, to 
help operators investigate 
and respond to attacks 
timely and comprehen-
sively without advanced 
cybersecurity skills. A key 
novelty of VVATER is its 
ability for visualizing the 
interconnection of various 
infrastructures in his-
torical plant operation and 
path of attacks in complex 
scenarios, as well as the 
resulting process anoma-
lies and whether or not the 
anomaly is detected. 

Support for Research,  
Innovation, Enterprise
Ecosystem support plays 
an important role in ensur-
ing research endeavors are 
responsive to and impact-
ful on cybersecurity needs 
of the industry and society. 
Building on the research 
successes, Singapore 
has set up three National 
Satellites of Excellence: 
on Trustworthy Software 
Systems at the National 
University of Singapore, on 
Mobile Systems Security 
at the Singapore Manage-
ment University, and on 
Secure Critical Infra-struc-
ture at the Singapore Uni-
versity of Technology and 
Design. These satellites 
provide strategic thrusts 
in a focus area and help to 
develop the research and 
innovation ecosystem in 
Singapore, working closely 
with various national 
initiatives such as the 
Singapore Cybersecurity 
Consortium.

The Singapore Cyber-
security Consortium12 is 
an organized construct to 
grow communities, foster 
partnerships across aca-
demia, industry, and agen-
cies, and seed technology 
explorations around re-
search to multiply and am-
plify its impact. Operating 
environment challenges 
and related research out-

vulnerability management 
tools with low effort and 
expertise requirements. It 
combines static analysis 
in the form of signature-
based matching and met-
rics to detect vulnerable 
functions, with dynamic 
analysis in the form of 
smart fuzzing to discover 
memory corruption vulner-
abilities. The tools produce 
highly targeted remedia-
tion advice to allow quick 
and accurate fixes.

Anquan1 is another 
spin-off providing distrib-
uted ledger and trusted 
computing platforms for 
financial markets. It was 
appointed as a technology 
partner, alongside Deloitte 
and Nasdaq, in a 2018 proj-
ect by the Monetary Au-
thority of Singapore (MAS) 
and Singapore Exchange 
(SGX) to develop delivery 
versus payment (DvP) ca-
pabilities for reduced risk 
settlement of tokenized as-
sets across different block-
chain platforms.6 Anquan’s 
DvP solution design in 
this project is based on its 
permissioned blockchain 
with capabilities developed 
by the research group in 
Singapore,5,10 including 
scalability through a net-
work sharding technique, 
security protection against 
malicious nodes, a smart 
contract language amena-
ble to formal verification, 
and privacy with hardware-
rooted trusted execution 
environment.

Research in cyber-physi-
cal system security has also 
generated sophisticated 
algorithms, software, and 
devices to detect physical, 
sensor, network, and infor-
mation attacks.15 Among 
the practical outcomes is 
VVATER,11 a mixed-reality 
visualization of process 
states and attacks in 
operational technologies 
such as a water treatment Scenes from Singapore International Cyber Week held in October 2019.

http://TWITTER.COM/SICWSG


east asia & oceania region      hot topics hot topics      east asia & oceania region

APRIL 2020  |   VOL.  63  |   NO.  4  |   COMMUNICATIONS OF THE ACM     57

3. Innovation Cybersecurity Ecosystem 
at Block 71—ICE71; https://ice71.sg/.

4. Lean Launchpad Singapore. 
Past projects, 2019; https://nus.
edu/2T9k7zd.

5. Luu, L. et al. A Secure sharding 
protocol for open blockchains. In 
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would enhance the germi-
nation of ideas as well as 
accelerate the technology 
transfer and industry adop-
tion of research results, 
which in turn supports the 
building and maturing of 
cybersecurity capabilities 
in the region. 

Future Research Areas
Our R&D for the advance-
ment of a secure smart na-
tion does not end here. We 
will continue to focus R&D 
on security and the heal-
ing of software stacks in 
autonomous vehicles and 
the IoT, including curtail-
ing attacks coming from 
nonfunctional domains. 
Future research areas will 
also focus on safe and 
dependable interactions 
between the physical 
worlds of sensors, motors, 
actuators, and robotics, 
and the cyber world of 
data processing, artificial 
intelligence, networking, 
and control systems to 
better protect interests and 
enabling the resilience of 
businesses and services in 
a digital economy of IoT 
and actions. 
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The Singapore International 
Cyber Week is the region’s 
most established annual 
cybersecurity event, 
providing an ideal platform to 
discuss, strategize, and form 
partnerships across the nations.

comes are discussed in its 
thematic Special Interest 
Groups, leading to better 
appreciation of research 
capabilities, problems for 
research, and joint innova-
tion development. 

The National Cyber-
security R&D Laboratory7 
and iTrust Laboratories14 
are shared infrastructures 
facilitating enterprise-IT 
and OT security research 
experimentation, technol-
ogy evaluation, and train-
ing. Research teams from 
academia and industry 
seeking to commercialize 
cybersecurity technologies 
are mentored on customer 
discovery and product 
positioning in the Lean 
LaunchPad Singapore: Cy-
bersecurity Track,4 which 
integrates both business 
and technological perspec-
tives. Complementing 
the effort in this space is 
Innovation Cybersecu-
rity Ecosystem at Block 71 
(ICE71),3 which provides 
entrepreneurship, accel-
erator, upscaling programs 
for start-ups, contributing 
to ecosystem growth in 
ASEAN.

Positioning Singapore  
as a Regional  
Cybersecurity Hub
Leveraging this compre-
hensive R&D foundation 
and its reputation as a 
trusted financial hub, Sin-
gapore is well-positioned 
to be a cybersecurity hub 
for the region. It attained 
the status of a Com-
mon Criteria Certificate 
Authorising Nation in 
January 2019. With this 
status, developers based in 
Singapore can enjoy lower 
costs and shorter time in 
attaining an international-
ly recognized certification 
mark. This facilitates the 
exportability of cyberse-
curity products produced 
in Singapore. The Singa-

pore International Cyber 
Week13 is the region’s 
most established annual 
cybersecurity event, pro-
viding an ideal platform 
to discuss, strategize, and 
form partnerships across 
the nations. 

All such efforts help to 
nurture the cybersecurity 
innovation ecosystem in 
Singapore and the region, 
which remains locally 
rooted and globally con-
nected. This regional-
global interplay is indeed 
a marked characteristic of 
all cybersecurity initiatives 
in the region featured in 
this section. The cyberse-
curity capacity maturity as-
sessments of countries in 
the Pacific region (for more 
information, see the Ru-
dolph et al. article in this 
section) is part of a global 
initiative on cybersecurity 
capacity building and is an 
application of the research 
on the Cybersecurity 
Capacity Maturity Model 
for Nations developed in 
the U.K.’s University of 
Oxford. The assessment 
project is accompanied 
with research on the evolv-
ing cybersecurity context 
of the region, with findings 
feeding back to the re-
search on the model itself 
with possible benefits to 
other regions. Asiacrypt, 
the regional flagship IACR 
conference for advances in 
security and cryptography 
research, gathers research-
ers in Asia and Oceania 
for closer collaboration 
while staying aligned to the 
international body of IACR 
and making borderless 
research contributions. 
(For more information on 
Asiacrypt, see the Phan et 
al. article in this section). 
These initiatives and ours 
nurture the cybersecurity 
ecosystem in different but 
connected ways—a thriv-
ing innovation ecosystem 
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search Innovation & Enter-
prise (RIE) 2020 plan con-
tinues to “play a key role in 
driving Singapore’s future 
economy, as well as ad-
dress national and societal 
priorities.” According to 
the Deputy Prime Minister 
Heng Swee Keat, who also 
serves as chairman of the 
National Research Foun-
dation (NRF), the RIE’s 
$19 billion investment, 
“will support the future 
economy council’s efforts 
to encourage adoption of 
digitalization and automa-
tion across Singapore’s 
economic sectors.”5 

Nation Imperatives
With its genesis in interac-
tive digital media in 2006, 
SDE was established in 
2016.1 It focused on the de-
velopment of digital capaci-
ties and cross-cutting core 
competencies for the three 
domains shown in Figure 2. 
The SDE strategy consisted 
of developing human talents 
to learn, create, and innovate 
new digital technologies like 
AI, privacy and trust, cyber-

forefront technologies are 
always available to guard 
Singapore’s digital assets 
against cyber threats.

Second, to achieve 
Singapore’s Smart Nation vi-
sion—to make Singapore “an 
outstanding city in the world 
… for people to live, work, 
and play in, where the hu-
man spirit flourishes.” Prime 
Minister Lee Hsien Loong 
said at the 2019 Smart Na-
tion Summit that the Smart 
Nation push “is applying 
technology to solve real 
problems that will make a 
difference to people’s lives, 
across the whole of society” 
to improve the quality of 
life for all. The Jurong Lake 
District became Singa-
pore’s Smart Nation test-
bed.2 It demonstrated tech-
nologies like smart lighting 
that minimizes energy 
consumption according to 

security, data analytics, and 
digital twining.

The SDE competencies 
described here serve three 
national strategic impera-
tives that continue to keep 
Singapore competitive in 
trade and commerce. First, 
to maintain Singapore’s stra-
tegic position as a neutral, 
trusted node in key spheres 
of global activity, which 
would be strengthened 
with advanced capabili-
ties in cybersecurity, data 
privacy preservation, 
distributed digital ledger, 
and other technologies for 
the interconnected global 
digital economy. NRF 
established the National 
Cybersecurity R&D program 
to develop technologies 
for national strategic re-
quirements. The National 
Cybersecurity Laboratories 
and Consortium ensure 

S
IN GA POR E 

HA S B E E N 

investing in 
information 
and commu-
nication tech-

nologies (ICT) since the 
1990s, and more recently, 
has been driving toward 
digitalization and automa-
tion for the transformation 
of the society, government, 
and economy. This article 
reports on Singapore’s 
technology development 
in the services and digital 
economy (SDE) and con-
cludes with insights for 
research over the next five 
years.

Singapore is ranked as 
the world’s second most 
digitally competitive coun-
try by IMD.a The nation’s 
spending in technologies 
like artificial intelligence 
(AI), as shown in Figure 1 
compared to international-
ly, is critical to the success 
of Singapore’s Smart Na-
tion and Digital Economy 
vision. Singapore’s Re-

a http://bit.ly/35xjmCm

Innovating Services and 
Digital Economy in Singapore
BY THOMAS HO CHEE TAT AND GEORGE LOH CHEE PING

Investment  |  DOI:10.1145/3378554 

NRF will invest in the 
development of sectoral 
applications using 5G 
communication technologies  
as well as beyond 5G.

The Changi Airport in Singapore is considered one of the most 
technologically advanced airports in the world.

http://dx.doi.org/10.1145/3378554
http://bit.ly/35xjmCm
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quantum technologies, 
which include quantum 
key distribution (QKD), 
post-quantum encryption, 
quantum algorithms, and 
computing.

The approach to achieve 
Singapore’s desired 
outcomes of optimizing 
resources and shaping Sin-
gapore’s economy involved 
identifying key technologi-
cal focus areas and filter-
ing them with required 
strategic criteria. Once the 
R&D areas are identified, 
action plans are formu-
lated toward execution and 
achievement. 
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ambient luminance as well 
as autonomous vehicles 
and sensor-augmented traf-
fic light technologies3 for 
advanced mobility trans-
portation and pedestrian 
safety.

Third, to overcome Singa-
pore’s manpower constraint 
and aging workforce and to 
increase productivity. NRF 
established The National 
AI Singapore (AISG) R&D 
program4 in 2017 to bring 
together universities, 
research institutes, and 
companies to innovate 
game-changing AI and 
automation capabilities. To 
date, it has completed nine 
industrial projects with 29 
on-going and 363 more in 
the pipeline. The Singapore 
Data Science Consortium 

was formed with univer-
sities and companies 
as members to do data 
analysis for Singapore’s 
cosmopolitan society. It 
has completed nine indus-
trial projects and hosted 
five industry-academic 
exchange events. 

Going Forward
Singapore will continue to 
invest in SDE R&D in order 
to maintain and develop 
the capabilities mentioned 
here, such as AI, cybersecu-
rity, and privacy-preserving, 
as well as invest in new R&D 
areas to support the na-
tional initiatives. Commu-
nication and connectivity 
are key technology com-
ponents of digital systems 
and solutions. In addition, 

NRF will invest in the devel-
opment of sectoral applica-
tions using 5G communica-
tion technologies as well as 
beyond 5G. IoT devices and 
platforms will support and 
transform business models 
and solutions. A few of 
the emerging applications 
include connected cars, 
smart manufacturing, and 
smart/green building. IoT 
technologies will be an 
integral part of the Smart 
Nation vision and will be an 
area of R&D investment for 
SDE. Quantum technolo-
gies have already trans-
formed some businesses. 
NRF intends to invest sub-
stantially to translate the 
quantum sciences devel-
oped in the Center of Quan-
tum Technology (CQT) into 

Figure 2. RIE framework for years 2015–2020.

Figure 1. International benchmarking of Singapore’s AI spending 
(2017).

IoT devices and platforms will 
support and transform business 
models and solutions. A few 
of the emerging applications 
include connected cars, 
smart manufacturing, and 
smart/green building.
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•  RIE planning to be oriented along four major technology domains,  
supported by three cross-cutting horizontals

RESEARCH INNOVATION & ENTERPRISE (RIE): 
CLOSER INTEGRATION OF STRATEGIES

https://www.straitstimes.com/singapore/services-and-digital-economy
https://www.opengovasia.com/in-depth-look-at-the-smart-nation-trials-at-jurong/
https://www.a-star.edu.sg/i2r
https://www.nrf.gov.sg/programmes/artificial-intelligence-r-d-programme
https://www.straitstimes.com/singapore/services-and-digital-economy
https://www.straitstimes.com/singapore/services-and-digital-economy
https://www.opengovasia.com/in-depth-look-at-the-smart-nation-trials-at-jurong/
https://www.opengovasia.com/in-depth-look-at-the-smart-nation-trials-at-jurong/
https://www.a-star.edu.sg/i2r
https://www.a-star.edu.sg/i2r
https://www.nrf.gov.sg/programmes/artificial-intelligence-r-d-programme
https://www.nrf.gov.sg/programmes/artificial-intelligence-r-d-programme
http://bit.ly/2T4odIB
http://bit.ly/2T4odIB


60    COMMUNICATIONS OF THE ACM    |   APRIL 2020  |   VOL.  63  |   NO.  4

big trends

AI SINGAPORE (AISG)  was launched in June 2017 
as an integrated, impact-driven, research and 
innovation program in artificial intelligence (AI) 
for the entire country. As a national initiative, AISG 
brings together the strength of Singaporean research 
bodies in Singapore’s Autonomous Universities (AUs) 
and research institutes, together with the vibrant 
ecosystem of AI start-ups and companies developing 
AI products, to perform use-inspired research, create 
innovative AI solution, and develop the talent to power 
Singapore’s AI efforts.

To achieve Singapore’s national mission, AISG’s 
activities are anchored around four key pillars:

• AI research is geared toward building deep 
AI research capabilities in Singapore through 
fundamental research. This pillar invests in research 

for next-generation AI techniques/
algorithms beyond deep learning, and 
aims to strengthen Singapore’s scien-
tific leadership as a key player in the 
global AI race. 

 ˲ AI technology is focused on creat-
ing significant economic and social 
impacts by tackling national or global 
challenges using AI. Under this pillar, 
the first AI in Health Grand Challenge 
was launched in June 2018, where the 
challenge statement was “How can AI 
help primary care teams stop or slow 
disease progression and complica-
tion development in three “Highs” 
(or 3H)—Hyperglycaemia (diabetes), 
Hyperlipidaemia (high cholesterol), 
and Hypertension (high blood pres-
sure)—patients by 20% in five years?” 
This AI challenge is a novel approach 
to multidisciplinary collaboration and 
translation from research to practice. 
It has enabled local and international 
collaborators to come together to 
address Singapore’s national health 
challenge.

 ˲ AI industry innovation acceler-
ates the adoption of AI technology in 
the industry through proof-of-concept 
projects and talent development. 
Under the 100Experiments program, 
AISG has undertaken 50 AI projects for 
our local industry and has deployed 
more than 10 projects into produc-
tion.a Our award-winning AI Appren-
ticeship Programme (AIAP),b which is 
a full-time, nine-month program to 
train and groom local Singaporean AI 
talent, has seen about 60 engineers 
graduate from the program as of Octo-
ber 2019. The plan is to train up to 500 
Singaporean AI apprentices over the 
next five years. 

 ˲ AI Makerspace is a first for Singa-
pore. Leveraging on the intellectual 
properties (IPs) and experiences from 
the other three pillars, AI Makerspace 
hosts an AI knowledge base (that is, 
open source AI libraries, API, and 

a As of Dec 2019.
b AISG’s AI Apprenticeship Programme (AIAP) 

was awarded the 2019 IDC Singapore Digital 
Transformation Award for Talent Accelerator 
in Oct 2019.
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months. AISG will assemble a team 
of AI researchers and engineers from 
Singapore’s research and development 
ecosystem to work on an organiza-
tion’s problem statement. Through 
a collaborative process, a company’s 
existing technical manpower will work 
alongside a team of AI researchers 
and engineering assembled by AISG 
to develop AI solutions while helping 
the company build up its internal AI 
capabilities. 

Two examples of successful 100E 
projects include: 

 ˲ Automatic assessment of chron-
ic wounds in diabetic and elderly 
patients. The current practice of as-
sessing wounds is time-consuming 
as it takes an average of about 30 
minutes per wound. The quality of 
information gathered is also very 
subjective and relies on the experi-
ence of the attending nurse(s). Only 
about 2% of the nurse population 
in Singapore are qualified wound 
nurses, thus it is not possible to offer 

datasets) and will be the first national 
platform for accessing cutting-edge AI 
tools and solutions for research and 
commerce. Targeted at small and me-
dium enterprises (SMEs) and start-ups, 
AI Makerspace will help industries 
jump-start their AI journey by provid-
ing access to resources for experimen-
tation, such as curated datasets from 
industry and government, cutting-edge 
AI tools, and supercomputing resourc-
es specialized for AI workloads.

100Experiments
100Experiments (100E) is AISG’s flag-
ship program to solve industry busi-
ness problems through the design and 
development of AI solutions, translate 
AI IPs from academia to industry, 
and help companies build their own 
AI teams. An organization can pro-
pose a problem statement where no 
commercial-off-the-shelf AI solution 
exists, but can potentially be solved 
through AISG’s ecosystem of research-
ers and research IPs within nine to 18 

100Experiments 
is AISG’s flagship 
program to solve 
industry business 
problems through 
the design and 
development 
of AI solutions, 
translate AI IPs 
from academia to 
industry, and help 
companies build 
their own AI teams. Developing AI for Law Enforcement 

in Singapore and Australia
BY LAM KWOK YAN AND CAMPBELL WILSON

NTU SPIRIT Smart Nation Research Centre, together with the Singapore Judiciary, 
has successfully developed an Intelligent Case Retrieval System (ICRS) using AI 
capabilities. ICRS enables efficient retrieval of relevant precedent cases through the use 
of continuously adaptive AI/data analytics approaches. The use of such tools can help the 
legal profession to understand case details and perform legal research by trawling through 
the case repositories at a faster and more accurate rate to obtain the most relevant case 
precedents and identify possible outcomes in different areas of law. 

The value of ICRS is to better enable all parties to evaluate the strengths or weaknesses 
of their cases. With better quality legal submissions, judges too are assisted in their 
decision-making processes, thus elevating the quality of judgments delivered. The 
ultimate aim is to fortify the domestic confidence in our courts and boost Singapore’s 
international reputation as a leading Judiciary in the region and the world. 

In Australia, Monash University and the Australian Federal Police have joined forces, 
exploring the use of AI for fighting crime and protecting the vulnerable. They have 
launched a joint research lab known as AI for Law Enforcement and Community Safety 
(AiLECS). The lab grew out of previous work into the automated classification of online 
child exploitation material. The abhorrent material encountered by investigating police 
reflects the terrible harm endured by victims, while viewing it inflicts psychological 
damage on investigators. The lab is improving the techniques to classify this and other 
distressing material using AI, while also undertaking research into the ethics and 
explanations of such technologies in law enforcement.

The Singapore and Australian research teams have hosted a series of joint dialogues 
exploring opportunities for collaboration in further developing AI technologies for law 
enforcement agencies and the judiciary.

Lam Kwok Yan is a professor and the director of Smart Platform Infrastructure Research on Integrative 
Technology, and director of Strategic Centre for Research in Privacy-Preserving Technologies and Systems, 
Nanyang Technological University, Singapore.

Campbell Wilson is Associate Dean (International) and co-director of the Monash University/Australian Federal 
Police AiLECS Lab, Monash University, Australia.
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AI Makerspace 
will help industries 
jump-start their AI 
journey by providing 
access to resources 
for experimentation, 
such as curated 
datasets from 
industry and 
government, 
cutting-edge 
AI tools, and 
supercomputing 
resources 
specialized  
for AI workloads.

adequate care to chronic wound 
patients with existing practices.

AI Singapore worked together 
with a local start-up, KroniKare, to 
develop a Wound Scanner that uses 
computer vision, image processing, 
and semantic segmentation on an 
AI-driven handheld device that mim-
ics the wound analysis by special-
ists. The KroniKare Wound Scanner 
is the first AI-based diagnostic tool 
to be registered in Singapore under 
the Health Sciences Authority (HAS) 
Class B medical device. The scan-
ner uses multi-spectral images to 
automatically analyze and report 
chronic wound conditions, and 
therefore allow healthcare institu-
tions to better document wound 
conditions, triage patients, and al-
locate resources for wound manage-
ment. This capability has resulted 
in improved patient outcomes in 
terms of early detection and faster 
interventions for major wound 
complications and abnormalities. 
The digitized documentation also 
produced more accurate records and 
wound assessment time has been 
reduced to only 30 seconds, thus 
significantly reducing nurses’ work-
loads. The tool also helped train and 
enhance the skills of  junior nurses. 

 ˲ AI solution to transform the online 
search experience for Asian travelers. 
With English as the dominant lan-
guage being used online by 25% of all 
Internet users, today’s search engines 
are extremely efficient in understand-
ing travel search queries and provid-
ing query resolutions in the English 
language. However, when dealing 
with travel search queries conducted 

in Asian languages such as Japanese, 
Korean, simplified Chinese, and 
traditional Chinese, the performance 
of the search engines decline sig-
nificantly and the accuracy of query 
resolution dips.

The Expedia Group and AI Singa-
pore’s project team are working to 
leverage natural language processing 
and machine learning to develop an 
AI-based model to enhance search 
query understanding and resolu-
tion in Japanese before extending 
the model to other Asian languages 
to enhance online search efficiency. 
When completed, the AI solution will 
enable Expedia Group to deepen its 
understanding of travel search query 
patterns and nuances in Asian lan-
guages, and equip the travel platform 
with the ability to better serve the 
needs of Asian travelers by improving 
the accuracy and efficiency of search 
query resolution.

The AI technologies typically used 
in the 100E projects are deep learning, 
computer vision, and natural language 
processing. The accompanying figure 
summarizes the spread of AI technol-
ogy across 100E projects in the various 
economic sectors. 

Over the next few years, AISG will 
focus on encouraging national and 
international research collaborations, 
accelerate the adoption of AI, and grow 
the AI talent pipeline for Singapore. 

Sintia Teddy-Ang is director of Planning and Operations 
at AI Singapore.

Abigail Toh is head of Marketing and Communications at 
AI Singapore.
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Figure 1. Spread of AI technologies across 100E projects.
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M ANY NATIONS HAVE begun a serious exploration 
of digital health (DH)16,17 to address the pressures 
on their healthcare systems.1,3,9,12 Citizens and 
technologists are also driving related changes that 
facilitate growth in DH—for example, through the 
greater use of mobile technologies, sensors, extended 
reality, and artificial intelligence (AI). 

These technologies are part of DH as defined by the 
World Health Organization (WHO),14 enabling new 
care paradigms that are distinguishable from older 
technologies like electronic medical records (EMRs). 
The impact of these DH technologies in healthcare 
in each country is captured through the concept of 
Digitally Enabled Healthcare Ecosystems (DEHEs).

In this article, we address three questions in  
several national settings in Oceania (Malaysia, 

Singapore, and Australia). These key 
questions are: 

1. What is the current state of prog-
ress of DH? 

2. What is the apparent social license 
for DH? (for example, given concerns 
about privacy). 

3. In the next 10 years, is DH likely to 
fully take hold? (for example, as evi-
denced by major disruption of tradition-
al healthcare).  

Here, we explore these questions 
based on local expert opinion in the case 
of Malaysia and Singapore cross-refer-
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commenced in 2013. MyHDW has been 
promoted as a sound national platform 
for the integration of health data (from 
a variety of public and private health 
sources) intended to improve decisions 
on patient care.5

In addition, nearly 20% of public hos-
pitals in the country have implemented 
EMRs, but challenges to full implemen-
tation remain due to software incompat-
ibility and inadequate ongoing support.7 
As in some other countries, private hos-
pitals in Malaysia use systems that are 
not necessarily compatible with those 

encing with publicly available informa-
tion. Let’s start by considering Malaysia. 

Malaysia 
The country’s early attempt in trans-
forming healthcare was the of launching 
its telemedicine program in 1997.4 Ac-
cording to Shah Yasin, head of medicine 
at Monash University Malaysia, “the … 
government has been talking about tele-
health for more than two decades.” 

Another early contribution in this 
space was the Malaysian Health Data 
Warehouse (MyHDW); a key initiative 

of other (including public) facilities, ac-
cording to Yasin. Despite some of these 
strides, there remain problems with a 
lack of integration between systems, a 
lack of private healthcare involvement, 
and inadequate long-term investment. 

In 2019, the Malaysian Director 
General (DG) of Health flagged a shift to 
a more modern DH approach, away from 
the historic focus on telemedicine. He 
stated: “We have agreed for the Tele-
medicine Development Group (TDG) to 
be rebranded as DHM (that is, Digital 
Health Malaysia)  …  to support develop-I
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ment, research, and innovation of DH 
initiatives in Malaysia.”11 

The DG further stated, “These (DH 
tools and interventions) are what we 
need to embrace digital healthcare … to 
transform the current healthcare system 
to one of high impact, reasonable cost, 
with great outcomes. … The Ministry 
of Health shall provide its network of 
hospitals and health clinics as testbeds 
for … digital innovations …”

This plan is in alignment with greater 
recent Internet penetration in the 
country, allowing wearables and mobile 
devices to be more widely used to track 
behavioral aspects of healthcare.13 While 
there have been some public concerns 
expressed about privacy in DH, in 
general, it does not seem to be a major 
concern, according to Yasin. 

Singapore 
In Singapore, the social license for DH is 
quite clear, according to leading expert 
Adam Chee, a local representative of 
WHO’s international DH experts.15 Chee 
contends that Singapore’s citizens are 
generally savvy when it comes to digita-
lization and do understand the benefits 
of DH. This relative maturity is reflected 
in the actions of the Singapore govern-
ment, which is transforming the country 
into a hotbed for research, innovation, 
and enterprise in smart healthcare 
systems. The practice is in line with the 
country’s Healthcare 2020 Masterplan10 
by which it aims to change its health-
care landscape through the mantra of 
“better health and better future for all.” 
The key goals of the plan are to deliver 
accessibility, quality, and affordability in 
healthcare.   

In turn, the local IT industry and 
health sector have driven various e-
health or DH plans.a Amid the recent 
growth, some DH systems have been 
designed to move care beyond the 
hospital and provide valuable services 
to the community (for example, the 
Multi-Dose Medication Management 
(MMM) system). Some other projects 
have also been introduced to take the 
concept of “health” beyond traditional 
mass healthcare and redefine it as the 
“healthiness of people” (for example, 

a IHIS Yearbook 2016–2017; https://www.ihis.
com.sg/About_IHiS/Pages/year_book.aspx

In Singapore, some 
DH systems have 
been designed to 
move care beyond 
the hospital and 
provide valuable 
services to the 
community.

Smart Health TeleRehab).b 
Despite a recent analysis of Singa-

pore’s “e-health” by a major European 
collaborativec that described the nation 
state as the “undisputed continental 
leader” in the area, Chee argues that Sin-
gapore is still somewhat at the “upper-
middle level” in terms of achievement. 
He says that “although we observe 
a heavy adoption of DH in various 
isolated areas, there still exists a need 
to better integrate (not just interface) 
the solutions at a patient (and clinical 
user) level. There is also a deep concern 
regarding data governance, security, 
and privacy given recent incidents in the 
healthcare sector.”  

In order to further strengthen the DH 
environment, Chee thinks a decade is 
a rather short time to effect any major 
structural changes, but he notes that cer-
tain aspects of traditional healthcare are 
being changed in Singapore, including 
management of health data and reha-
bilitation. More significantly, he expects 
that creative start-ups will play more of 
a role, for example, through utilizing 
cutting-edge AI.  

Australia 
Having considered two very different 
DEHEs in Malaysia and Singapore, let’s 
now consider the situation in Australia, 
where there has been a long history of 
achievements in health IT and DH, but 
arguably in relative silos.6 In 2017, the 
Australian Digital Health Agency (ADHA) 
prioritized several areas in its national 
strategy to be achieved by 2020.2 

While DH in Australia is at an exciting 
stage—with an ever-increasing number 
of healthcare providers moving onto 
electronic platforms in support of clini-
cal care, and the presence of a vibrant 
start-up ecosystem (for example, see 
DoseMed and Life Whisperere)—it’s still 
something of a “tale of two nations.” 
For example, the general practice sector 
has enjoyed approximately 90% clini-
cal computerization for many years, yet 
many government and privately funded 
hospitals still do not have EMRs. 

The My Health Record (MyHR)f roll 
out, using an opt-out consent model, 

b HealthHub; https://www.healthhub.sg/ 
about-us

c http://bit.ly/2ZJp2ry
d https://doseme-rx.com/
e https://www.lifewhisperer.co/
f https://www.myhealthrecord.gov.au/

https://www.ihis.com.sg/About_IHiS/Pages/year_book.aspx
https://www.healthhub.sg/about-us
http://bit.ly/2ZJp2ry
https://doseme-rx.com/
https://www.lifewhisperer.co/
https://www.myhealthrecord.gov.au/
https://www.healthhub.sg/about-us
https://www.ihis.com.sg/About_IHiS/Pages/year_book.aspx
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DH development 
is distinctive 
in Australia, 
Singapore, and 
Malaysia due to 
variations in their 
IT infrastructure, 
demographics, 
consumer 
expectations, 
economic, and 
cultural settings.

recently generated fierce debate, with 
various interest groups seeking to influ-
ence the choices faced by Australian 
citizens. Many of the concerns that 
were highlighted in public conversation 
were in the areas of data custodianship 
and privacy. Ultimately, about 90% of 
Australian citizens have not opted out 
having a MyHR.

This debate highlights the social 
licence for moving to a fully expressed 
DH future in Australia is not clearly es-
tablished, especially when one considers 
MyHR is just one part of that ultimate 
DEHE. Such a future, with various DH 
systems (for example, Alive Cor by Kar-
diag) and DH interventions (for example, 
Propeller Healthh) routinely used to 
provide safe and efficient care would still 
seem some way off given they require 
trust in third parties around personal 
data custodianship in order to have 
widespread uptake.

We do anticipate, however, that the 
situation in Australia will be substan-
tially different in 10 years due to a spirit 
of entrepreneurship and innovation 
among local experts working in DH—es-
pecially among graduates moving into 
healthcare. These individuals are show-
ing an interest in DH and what it may 
offer them and their patients. They will, 
however, be constrained to some extent 
by the influence of the status quo in 
terms of poorly designed remuneration 
models for clinicians and other critical 
inhibitors.  

Summary 
The development of DH is distinctive in 
Australia, Singapore, and Malaysia due 
to variations in their IT infrastructure, 
demographics, consumer expectations, 
economic, and cultural settings. When 
extrapolated more broadly, this suggests 
a diversity in the evolution of DEHEs in 
Oceania.

While Singapore compares favorably 
by some measures, the Australian and 
Malaysian DEHEs are not as advanced 
as in the U.S.—the long-standing home 
of the Personal Connected Healthcare 
Alliance,i for example; or in Israel, hav-
ing exported a number of DH products 
to the U.S.j k

In the three nations examined, chal-
lenges remain in the integration of DH 

g Kardia by Alivecor; https://www.alivecor.com/)
h https://www.propellerhealth.com/

systems that, if organized well, could fa-
cilitate improved wellness healthcare for 
all citizens. Issues of data custodianship 
and the maintenance of privacy have 
also arisen in at least two of the nations.  
The ultimate challenge for all three, 
however, is in turning promising levels 
of technical achievement into sustained 
improvements in healthcare. 

i https://www.pchalliance.org/
j http://bit.ly/2SXH2gP
k https://prn.to/2QM6jb4
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IN  M ARCH 2011,  the catastrophic accident known as 
“The Fukushima Daiichi nuclear disaster” took place, 
initiated by the Tohoku earthquake and tsunami in 
Japan. The only nuclear accident to receive a Level-7 
classification on the International Nuclear Event Scale 
since the Chernobyl nuclear power plant disaster in 
1986, the Fukushima event triggered global concerns 
and rumors regarding radiation leaks. Among the 

false rumors was an image, which had 
been described as a map of radioac-
tive discharge emanating into the 
Pacific Ocean, as illustrated in the 
accompanying figure. In fact, this 
figure, depicting the wave height of the 
tsunami that followed, still to this date 
circulates on social media with the 
inaccurate description.

Social media is ideal for spreading 
rumors, because it lacks censorship. 
Confirmation bias and filter-bubble 
effects further amplify the spread of 
unconfirmed information. Upon pub-
lic outcry, independent fact-checking 
organizations have emerged glob-
ally, and many platforms are making 
efforts to fight against fake news. 
For example, the state-run Factually 
website in Singapore has been known 
to clarify falsehoods since its incep-
tion in May 2012, which was followed 
recently by the implementation of the 
Protection from Online Falsehoods 
and Manipulation Act (POFMA) in 
October 2019. In Taiwan, the govern-
ment officially created a feature on 
the website of the Executive Yuan (the 
executive branch of Taiwan’s govern-
ment) to identify erroneous reporting 
and combat the spread of fake news. 
Taiwan’s Open Culture Foundation 
has also developed and introduced 
the well-known anti-fake fact-check-
ing chatbot Cofacts in May 2018. The 
Indonesia government since 2018 has 
held weekly briefings on hoax news; 
that same year, the country revised its 
Criminal Code to permit the impris-
onment for up to six years of anyone 
spreading fake news. Governments in 
the Asia and Oceania region, includ-
ing South Korea, Singapore, Japan, 
Taiwan, Philippines, Cambodia, Ma-
laysia, have enacted relevant laws to 
prevent fake news from spreading. 

Nonetheless, fact-checking of fake 
news remains daunting, and requires 
tremendous time and effort in terms 
of human investigation. Moreover, it 
is prone to low efficiency and inad-
equate coverage due to the complex-
ity of the topics being checked, and is 
incapable of keeping up with the fast 
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production and diffusion of false-
hoods online. This article will review 
some of the latest techniques to auto-
matically debunk fake news, many of 
which were initiated in the Asia and 
Oceania region.

Research on understanding and 
debunking false information spans 
multiple disciplines, including social 
psychology, information manage-
ment, and computer science. Com-
putational approaches to automate 
fact-checking have attracted interest, 
especially in data mining, natural lan-
guage processing, and artificial intel-
ligence. Existing approaches primarily 
rely on training classifiers, for which 
past events or claims are gathered and 
labeled as real or fake, and significant 

features are extracted to generate ap-
propriate data representation. Recent 
techniques on deep learning further 
improve performance and enable the 
interpretability of fact-checking by 
representation learning and attention-
based models. We categorize these 
methods into four streams.

 ˲ Feature-engineering method: One of 
the first data-driven research projects 
on fake news was initiated in East Asia,3 
which tried to build a classifier to de-
bunk fake news using features crafted 
from temporal (for example, frequency 
of spikes over time), structural (density, 
clustering), and linguistic (for example, 
usage of negation and persuasion 
words) factors. Among them, linguistic 
features were found to be consistently 

effective over short (that is, several 
days) and long (that is, two months) 
time.2 Modeling time-evolving evidence 
as features based on social interac-
tions can further boost performance.5 
However, this stream requires ad-hoc 
processing of raw data for construct-
ing features, which are painstakingly 
detailed, biased, and labor-intensive.

 ˲ Matching-based method: Assuming 
that false claims will spark responses 
from skeptical users who question their 
veracity, false rumors can be detected 
by searching and clustering tweets.11 
Text patterns of skepticism about fac-
tual claims are particularly useful, such 
as expressions like “Really?” While 
rule-based matching requires manual 
specification, semantic matching can 

The recent presidential election in Taiwan was fraught with fake news and disinformation, inflaming supporters on both sides.
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fake news detection by learning an 
event’s invariant representation,10 
which removes tight dependencies 
of features on the specific events in 
the training data for a better general-
ization. Tri-relationship embedding 
models publisher-news relations and 
user-news interactions simultaneously 
to recognize fake news in the early 
stage of news dissemination.9

Technically, the approaches were 
developed from non-learning-based 
methods, traditional supervised 
learning methods, neural repre-
sentation learning methods toward 
semi-supervised, and more recently, 
unsupervised methods. Content-
wise, information was adopted from 
a single modality, such as pure text 
or images, toward the combination 
of multiple modalities. Semantically, 
prior methods began with shallow pat-
terns, and hand-crafted features have 
been advanced by utilizing automatic 
feature learning, which is now tend-
ing to cross fact-checking using more 
sophisticated learning techniques 
across heterogeneous content and 
structures. For practical applications, 
the learning algorithm is shifting from 
employing a massive collection of user 
responses to relying on a limited set of 
observations, pursuing higher detec-
tion accuracy in the early stage of news 
propagation. Moreover, to reduce fake 

be a viable alternative. False claims may 
be debunked by retrieving evidence 
from relatively reliable sources, such as 
checked news and Wikipedia articles, 
by an evidence-aware neural attention 
model that learns to highlight words 
related to the claim.7 

 ˲ Representation-learning method: 
Deep neural networks, such as Re-
current Neural Networks (RNN), are 
exploited to learn latent representa-
tions of text content based on low-level 
features such as term frequency or 
word embeddings.4 Some modeled 
rumors as information campaigns 
through Generative Adversarial Net-
works (GAN).6 Recently, a co-attention 
network-based model was developed 
not only to find the correlation between 
posts and their comments for more ac-
curate detection, but also to automati-
cally identify which users, sentences, 
comments, and words contain fake 
signals.8

 ˲  Multimodal method: News spread 
in social media exhibits multiple 
modalities, such as text, image, and 
social context. Automatic fact-checking 
is trending to evidence collection 
and consolidation from multimodal 
information. Example methods include 
the RNN-based multimodal feature 
extraction and fusion model for rumor 
detection.1 Adversarial neural networks 
have been developed for multimodal 

Governments 
in the Asia and 
Oceania region, 
including South 
Korea, Singapore, 
Japan, Taiwan, 
Philippines, 
Cambodia, 
Malaysia, have 
enacted relevant 
laws to prevent 
fake news from 
spreading.

A map falsely introduced as showing the spread of radioactive seepage from the Fukushima 
region (https://www.snopes.com/fact-check/fukushima-emergency/). The original image 
was produced by the National Oceanic and Atmospheric Administration, @NOAA. 

https://www.snopes.com/fact-check/fukushima-emergency/
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Fact-checking of 
fake news remains 
daunting, requiring 
tremendous time 
and effort.

news, stakeholders require models 
to provide explainable outcomes that 
highlight which users and publishers 
are creating fake news, on which top-
ics, through what types of textual and 
social manners.

Research on fact-checking is still in 
its infancy. Existing approaches bear 
several noticeable limitations because 
social media content comprises differ-
ent modalities that reflect the dynam-
ics and diversity of current events. 
Supervised models trained entirely 
on historical events that consider 
different types of features as a single 
representation can cause overfitting 
when the training set is multifaceted. 
Furthermore, while most algorithms 
learn to assess and discriminate inqui-
ries, viewpoints, and stances of users 
on newsworthy claims, the outcome 
can suffer from low recall, since not 
all falsehoods may spark responses on 
social media. Also, many fake respons-
es are intentionally created by certain 
groups of users to fool or attack people 
from other groups. Since the respons-
es could come from everyday users 
or just be pertinent, the information 
they convey is generally too noisy and 
subjective to deduce a reliable veracity 
assessment. 

To encourage advanced research in 
fighting against fake news, Taiwan’s 
Ministry of Science and Technology 
(MOST) has created a special call for 
relevant research projects for which 
it will provide funding support. South 
Korea’s National Research Foundation 
(NRF) and the Japan Science and Tech-
nology Agency (JST) also financially 
support research projects on detect-
ing and tracking disinformation. We 
believe more and more countries in 
Asia and Oceania region will devote 
resources to the war on fake news.

The fake news phenomenon is tak-
ing new turns. YouTube and instant 
messaging (IM) services (for example, 
Whatsapp, Kakaotalk) are emerging 
as hotbeds of fake news. According to 
a survey conducted by the Korea Press 
Foundation, 34% of Korean YouTube 
viewers report having watched or 
received videos containing fake news. 
Taiwan’s Open Government Founda-
tion g0v reported that in 2017 only 46% 
of chatbot responses on that nation’s 
most popular IM app LINE is correct. 
Fake news on streaming platforms and 

IM services is particularly concerning 
because it contains visual content, 
which is more persuasive than mere 
text posts. Also, IM may reinforce the 
credibility of fake claims because peo-
ple are more likely to follow trusted 
social contacts blindly. Data synthesis 
techniques like GANs can produce 
high-quality fabricated videos of celeb-
rities and politicians that may appear 
in fake news. Intelligent fact-checking 
chatbots that incorporate a GAN to 
retrieve and generate natural-language 
evidence and explanations, such as 
the Cofacts program in Taiwan, are 
being progressively developed and 
implemented on IM services to catch 
false information and prevent it from 
spreading instantly. Consequently, the 
task of detecting fake news in the era 
of big data, social media, and artificial 
intelligence calls for greater attention 
from the research community. 
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TEN YEARS AGO,  the functional correctness proof of 
the seL4 microkernel marked the first time a complete 
operating system (OS) kernel had been verified 
to the source-code level.4 This means there was a 
machine-checked proof that the implementation in 
the C language satisfied the kernel’s specification, 
expressed in mathematical logic.

Much has happened since then: We have extended 
the verification to show the kernel enforces desired 
security and safety properties, we have removed 

the need to trust the compiler, and we 
verified implementations for pro-
cessor architectures other than the 
original Arm v6. We used experience 
from deploying seL4 in a number of 
real-world systems to evolve the kernel 
and its proofs to support a broader 
class of use cases, and we have made 
significant progress toward extending 
the assurance to systemwide proper-
ties. We will provide a brief overview 
of these developments, as well as on-
going research.

What is seL4? 
An operating system consists of a 
kernel, the software that runs in the 
privileged mode of the hardware, and 
system services that are programs 
running in the unprivileged hardware 
mode (user mode). A microkernel is 
the irreducible part of the kernel: It 
only contains code that must run privi-
leged. The kernel is the most danger-
ous part of the system: if anything goes 
wrong here, there is nothing to protect 
the rest of the system. Microkernels 
minimize the kernel to maximize the 
chance of getting it right.

To make this work, the microker-
nel must be very general in what it 
provides—it must allow constructing 
arbitrary system functionality on top. 
As such, microkernels strive to be 
policy free, and provide only general 
mechanisms that can be used to 
implement arbitrary policies. For ex-
ample, the microkernel does not have 
a notion of a security policy, and it 
does not provide a file system (with its 
implied policies of access control and 
management of persistent storage), 
it does not provide a process model. 
Instead it provides primitive notions 
of address spaces, threads of execu-
tion, and low-level communication 
primitives (referred to as IPC).

Minimality and policy freedom 
combined with high performance 
have been the defining design prin-
ciple of the L4 family of microker-
nels, which go back to the mid 1990s. 
seL4, developed 2004–2009, takes 
policy freedom to a new level: It does 
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not even manage physical memory; 
the kernel has no heap, and user-
level managers must provide the 
kernel with memory to store meta-
data, such as page tables and thread 
control blocks. Kernel memory thus 
becomes subject to memory-man-
agement policies defined at the user 
level. An implication is that user-
level memory partitioning extends 
into the kernel, making it easier to 
reason about isolation in an seL4-
based system.

Besides that, seL4 continues the 
trademark performance focus of the 
L4 microkernel family, outperforming 
any other OS in terms of message-
passing cost, despite its strong assur-
ance story. This is summarized in our 
principle “security is no excuse for 
poor performance.”

Verification: More Properties,  
More Platforms
The original functional-correctness 
proof was between an operational 

model of the kernel and the C source 
of its implementation. It applied to 
32-bit Arm v6 processors. We later 
reverified it for the Arm v7 architec-
ture (a minor change). More impor-
tantly, we developed a translation 
validation tool chain, which used 
a formalization of the Arm instruc-
tion-set architecture (ISA) developed 
at Cambridge to prove the execut-
able binary produced by the GCC 
compiler and linker have the same 
semantics as the C code, that is, the 
compilation did not introduce bugs. 
This took the compiler, as well as 
our assumptions on C semantics, 
out of the trusted computing base 
(TCB).

We also proved the kernel model 
had desirable isolation properties, 
specifically that in a suitably config-
ured system, seL4 can enforce confi-
dentiality, integrity, and availability 
using capability-based access control, 
although the confidentiality notion 
does not cover timing channels. This 

implies that seL4 enables the con-
struction of systems that are secure in 
a well-defined sense.

Furthermore, we performed a 
sound and complete worst-case ex-
ecution time (WCET) analysis of the 
kernel for specific Arm v6 processors, 
the first published case of such an 
analysis for a protected-mode OS. This 
means it is possible to reason about 
the timeliness of hard real-time sys-
tems built on seL4. Klein et al.5 offers a 
detailed description of these verifica-
tion achievements.

We have since ported and verified 
the kernel on other architectures: The 
functional correctness proof for the 
64-bit x86 architecture was completed 
in 2018, while proof of functional 
correctness, as well as translation 
correctness for 64-bit RISC-V proces-
sors, is scheduled to complete in early 
2020. We verified kernel extensions 
for hardware-supported virtualization 
on Arm v7 in 2017, making seL4 a fully 
verified hypervisor.I
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to create the system image.
A second language—CapDL—de-

scribes the capability distribution in a 
system. We generate the low-level rep-
resentation of the system by compiling 
the CAmkES ADL spec into CapDL (top 
left box arrow). The CapDL represen-
tation is the low-level representation 
(gray box) discussed earlier. For clarity, 
we only show a small part of the Cap-
DL representation of the architecture 
at the top (corresponding to just two of 
the boxes and one connecting line).

The architecture compilation 
comes with a proof procedure, which 
ensures the CapDL spec only allows 
the interactions specified at the ADL 
level.

Finally, our CapDL tool chain 
generates from that representation 
the system initialization code that pro-
duces the respective seL4 objects and 
assigns capabilities (bottom left box 
arrow). This CapDL initializer is cur-
rently verified at the model level, with 
code verification under way. Together 
these tools guarantee the user-level 
initialization code boots the system 
into a state that is correctly represent-
ed by the CAmkES specification, and 
thus allows reasoning about security 
properties at that architectural level.6

CAmkES components can in prin-
ciple be implemented in any program-
ming language. Security/safety-critical, 
that is, trusted, components should 
be verified to ensure their trustworthi-

Evolving the Kernel
While based on more than a decade 
of experience with earlier L4 kernels,3 
seL4’s system model differs from 
these in a number of ways. The most 
obvious is its radical separation of 
policy and mechanism, by delegat-
ing all spatial resource management 
to user level. Experience with this 
model led to a number of incremental 
changes, which resulted in re-verifying 
the evolved kernel.

However, the original kernel’s most 
significant shortcoming was its han-
dling of time, which it had inherited 
from its L4 ancestry—a highly simplis-
tic and somewhat unprincipled sched-
uling model.  We had earlier flagged 
this as the last outstanding significant 
kernel-design issue.3

We solved this problem by intro-
ducing scheduling contexts, which 
extend capability-based access control 
to time.7 Other than concurrent work 
at Washington University, this rep-
resents the first capability model of 
time that is suitable for hard real-time 
systems and mixed-criticality systems, 
and it achieves this without compro-
mising seL4’s trademark superior per-
formance. The implementation of this 
revised resource-management model 
is presently undergoing verification, 
which we expect to complete in early 
2020.

Security by Architecture:  
Building Trustworthy Systems
The seL4 mechanisms are powerful, 
but also low-level; this is the cost of 
taking policy freedom further than 
ever before. A simple (if not trivial) 
system, consisting of one process 
invoking another, already consists of 
about 50 seL4 objects that user-level 
code must manage. Such a system 
is depicted in the gray-background 
box on the LHS of the accompanying 
figure. It shows two processes, each 
represented by a thread object that 
contains scheduling parameters and 
capabilities to other objects: a Cspace 
made up of Cnodes that store capa-
bilities to objects the process has the 
right to access, and a Vspace, which 
describes the process’s memory map 
(a thin abstraction over page tables). 
The two processes each have a capabil-
ity to an Endpoint (communication 
port) object, with Send right for the 

one process, and Receive right for the 
other, which allows the processes to 
communicate (in one direction).

Building practical systems calls for 
a higher abstraction level (which will 
inevitably introduce policy and thus 
might be domain-dependent). Devel-
opers think in terms of architectures 
represented by boxes, representing 
data/active entities, and lines con-
necting them, representing com-
munication. Such an abstraction is 
presented by our CAmkES component 
framework, whose boxes are processes 
with well-defined and seL4-enforced 
interfaces, an example is shown at the 
top of the figure. CAmkES allows pre-
senting security policies architectur-
ally: The security policy is observed if 
we can guarantee that communication 
can only happen where it is explicitly 
allowed by the architecture, that is, 
along lines connecting boxes.

We support this by a number of cer-
tified, automatic transformations. The 
developer specifies the architecture in 
the CAmkES architecture-description 
language (ADL). The first transforma-
tion (box arrow on the right) generates 
from the ADL the communication 
“glue” code, that is, the seL4 system 
call invocations that provide the com-
munication indicated by the lines in 
the architecture specification. The 
generated C code is compiled and 
linked together with the code imple-
menting the functionality of the boxes 

Architecture enforcement. Parts in gray are generated with assurance.
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The CertiKOS kernel at Yale 
showed that formal OS kernel 
verification is possible for multicore 
processors in principle, at least in a 
simpler, more restricted hypervisor/
separation kernel setting that sacri-
ficed performance for easier verifica-
tion. The main verification technique 
used there does not directly extend 
to the more complex seL4 kernel, but 
some of the underlying ideas can be 
potentially applied.

A group at the University of Wash-
ington is specializing on fully auto-
mated verification of systems code, 
such as file systems and simple OS 
kernels, and is exploring the limits 
of what automated verification can 
achieve.

Researchers at Microsoft demon-
strated in the IronClad and IronFleet 
systems that verified OS-level prop-
erties can be lifted up to an entire 
distributed system and its protocols, 
albeit still assuming correctness of 
network drivers and communication. 
Nevertheless, this work shows our goal 
of systemwide properties on a verified 
kernel can be achieved in principle. 
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ness. This is possible for C programs, 
as demonstrated by the verification 
of seL4, but easier and more cost 
effective in higher-level languages, 
especially functional languages that 
guarantee type and memory safety. We 
employ two such languages—CakeML 
and Cogent.

CakeML8 is an ML dialect which 
comes with a certifying compiler as 
well as a runtime system that has been 
proved functionally correct. It is a fully 
fledged functional language suitable 
for implementing a wide class of ap-
plications, and its semantics supports 
verification of programs in the HOL4 
and Isabelle proof assistants. We are 
using CakeML to build verified compo-
nents of application code, as well as in 
the CapDL initializer.

Cogent is a simpler language, 
aimed at implementing systems code.1 
For performance predictability it is 
non-managed (has no garbage col-
lector), yet the type system ensures 
memory safety, similar to Rust. The 
language is intentionally Turing-
incomplete, which means it is supple-
mented by a library of (manually veri-
fied) abstract data types. The Cogent 
compiler produces C code, together 
with an Isabelle embedding of the 
program semantics and a proof cer-
tificate that the C code has the same 
semantics. We have used Cogent to 
implement file systems, simple device 
drivers, as well as protocol layers.

Real-World Deployments
We open sourced seL4 in 2014 under 
the GPL v2 license. This led to the 
kernel being designed into a number 
of security- and safety-critical systems. 
Among them are autonomous aerial 
and land vehicles under the DARPA 
HACMS program, where together 
with project partners we performed 
an incremental cyber retrofit, re-archi-
tecting easily compromised real-world 
systems into something that resisted 
attacks by professional penetration 
testers.6

Other uses are a secure com-
munication device that has been 
security-evaluated and approved for 
defense use up to secret, and a military 
cross-domain device able to securely 
connect to networks of different classi-
fications (which is undergoing security 
evaluation). A number of safety-critical 

systems are under development, in-
cluding medical devices, autonomous 
passenger cars, and industrial control 
systems.

Present Activities
In order to scale up community en-
gagement we are setting up an seL4 
Foundation, similar to those for the 
Linux and RISC-V communities. We 
expect the setting-up process to be 
completed some time in 2020. The 
aims of the Foundation include a 
broad-based membership, commer-
cial sponsorship, and an accelera-
tion of the provision of components 
and tools for seL4 developers. This 
complements our engineering efforts 
aimed at providing generic frame-
works and infrastructure, to lower 
the bar of adopting seL4 for building 
trustworthy systems in a wide class of 
application domains.

Ongoing research activities include 
incorporating and verifying time 
protection mechanisms for principled 
prevention of timing channels.2 We 
are also working on verifying the 
multicore version of seL4, a chal-
lenging task due to the fact that for 
performance reasons the kernel is rich 
in data races. Finally, we are working 
on our ultimate goal: Proving security 
or safety of a complete, real-world sys-
tem. This will require a combination 
of all the building blocks discussed 
here, as well as significant further in-
novation in formal analysis and proof 
techniques.

Systems Verification  
Around the World 
seL4 was the first general-purpose 
operating system (or any significant 
system component) whose implemen-
tation was proved correct. It triggered 
a wealth of projects on verifying 
systems code but is still unique in not 
compromising on performance and 
being designed for real-world use. This 
has just been recognized by the ACM 
SIGOPS Hall of Fame award.

Some other high-profile verification 
projects include work at MIT, on prov-
ing integrity properties of file systems 
in the presence of crashes, and most 
recently, tackling some of the concur-
rency issues in file systems—verifying 
concurrent systems is extremely dif-
ficult and will take time to fully solve.
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THE CRY P TO GRAP H IC AN D security research community 
is very closely knit in the sense that irrespective of 
which country we are in, or which region we come 
from, we are aligned to a single formal association—
the International Association for Cryptologic Research 
(IACR). Regional flagship IACR conferences allow 
fellow researchers to gather regularly. The three main 
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regions hosting security research 
conferences are the U.S. (Crypto), 
Europe (Eurocrypt), and Asia + Ocea-
nia (Asiacrypt). These events provide 
a sense of belonging and are one 
main reason researchers continually 
involve themselves in such regional 
activities. In this article, we focus 
on regional collaborative activities 
as well as highlight each country’s 
security research.

Asiacrypt. In 1990, the first 
Auscrypt was held in Sydney, spear-
headed by Jennifer Seberry and Josef 
Pieprzyk, both of UNSW. The aim 
was to have a regional collaborative 
venue similar in style to Crypto and 
Eurocrypt, both of  which started in 
the 1980s. In 1991, Japanese cryptog-
raphers initiated Asiacrypt in Fujiyo-
shida as the first crypto conference in 
Asia. It was organized by Hideki Imai 
(YNU), Ron Rivest, and Tsutomu Mat-
sumoto. After Auscrypt 1992 at Gold 
Coast, Australian cryptographers 
combined Auscrypt into Asiacrypt 
by hosting Asiacrypt 1994 in Wol-
longong. As a bi-annual conference, 
Asiacrypt 1996 and Asiacrypt 1998 
were hosted in Korea and China, re-
spectively; followed by Asiacrypt 1999 

in Singapore. Subsequently a strong 
suggestion was made to IACR by the 
Asiacrypt Steering Committee for the 
conference to be held annually. As a 
result, Asiacrypt has been the annual 
IACR flagship conference for the 
Asian region since 2000 and holds 
the same status within the industry 
as the Crypto and Eurocrypt confer-
ences. Each year, more than 200 
papers are submitted to Asiacrypt of 
which about one-third are selected by 
multiple peer review to be published 
in the proceedings. Attendance on av-
erage has been over 250 participants.

Australia and New Zealand. In 
1996, the first Australasian Confer-
ence on Information Security and 
Privacy (ACISP) was held in Wol-
longong and organized by Josef 
Pieprzyk and Jennifer Seberry. The 
event is designed to complement, 
not to compete with, Asiacrypt. The 
concept of an Australia-New Zealand 
security conference was to encour-
age researchers to communicate and 
provide feedback to develop strong 
papers suitable for Asiacrypt and 
journals in various areas of informa-
tion security and privacy. The venues 
move around universities and cities 

in Australia and New Zealand in or-
der to encourage inclusiveness.

Japan and Korea. There are work-
shops jointly organized with coun-
tries in Asia. The Japan-Korea Joint 
Workshop on Information Security 
and Cryptology (JW-ISC) was initi-
ated by major research institutes in 
Japan and Korea in 1993. It was later 
extended to the Asia Joint Conference 
on Information Security (AsiaJCS) in 
2005. These events provide opportu-
nities for young researchers in Asia 
to extend their activities by giving 
talks to international audiences and 
exchanging their ideas with invited 
experts.

Country-Specific Initiatives  
for Security and Crypto
China. In 2005, the State Key Labora-
tory of Information Security (SKLOIS) 
of the Chinese Academy of Sciences 
organized the first international 
conference on Information Security 
and Cryptography (Inscrypt, formerly 
CISC) in Beijing. ChinaCrypt is an-
other major crypto event organized 
by the Chinese Association for Cryp-
tologic Research (CACR) since 2007. 

ChinaCrypt is the biggest regional I
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by local research communities, the 
Institute of Electronics, Informa-
tion and Communication Engineers 
(IEICE) and Information Processing 
Society (IPSJ) in Japan, respectively. 
These symposiums have jointly at-
tracted over 1,200 participants in 
recent years.

Korea. The Korea Institute of 
Information Security and Cryptol-
ogy (KIISC) was established in 1990 
by the government to promote the 
academic advancement of infor-
mation security and cryptology. 
KIISC organizes two domestic an-
nual conferences every summer and 
winter, and since 1998 timed the 
annual International Conference 
on Information Security and Cryptol-
ogy (ICISC) to occur a week before 
Asiacrypt. In 2000, KIISC began 
hosting the Workshop (now renamed 
World Conference) on Information 
Security Application (WISA) to bridge 
academia and industries, focusing 
on the practices and applications of 
information security and cryptology. 
WISA has been consistently co-spon-
sored by the Ministry of Science and 
ICT (MSIT), the Korea Internet and 
Security Agency (KISA), the National 
Security Research Institute (NRI), the 
Electronics and Telecommunications 
Research Institute (ETRI) and the 
leading domestic security industries. 
Korea has its own block-cipher stan-
dards—SEED, ARIA, and HIGHT—for 
domestic applications listed in the 
international standard. KIISC has 
hosted Asiacrypt (1996, 2004, 2011), 
FSE 2010, and CHES2014, and will be 
hosting Asiacrypt2020 and PQCryp-
to2021.

Malaysia. The inaugural Mycrypt 

Hong Kong. Besides contributions 
to many fundamental cryptographic 
primitives, researchers in Hong 
Kong were among the first to apply 
cryptographic techniques in various 
application areas such as education, 
digital forensics, privacy-preserving 
computations in VANET (vehicular  
ad hoc network), smart grids, bioin-
formatic computations, and recently 
on blockchains and cryptocurrencies. 
In 2017, Asiacrypt was held in Hong 
Kong for the first time.

Japan. The three-year Cryptogra-
phy Research and Evaluation Com-
mittees (CRYPTREC) was organized 
in 2000 to evaluate cryptographic 
techniques publicly applied and 
widely used in industries and select 
those that excel in security and 
implementation. In 2003, the Minis-
try of Internal Affairs and Communi-
cation and the Ministry of Economy, 
Trade, and Industry publicized the 
list of ciphers recommended for 
the procurement of e-government. 
Annual symposiums, known as the 
Symposium on Cryptography and In-
formation Security (SCIS) since 1984 
and the Computer Security Sympo-
sium (CSS) since 1998, are organized 

forum for Chinese researchers and 
practitioners in cryptography where 
talks are given in Chinese except for 
non-Chinese invited speakers. At 
each conference, organizations on 
behalf of their cities bid to host the 
next year’s ChinaCrypt, voted by the 
CACR committee. In 2018, CACR 
initiated the National Cryptographic 
Algorithm Design Competition to 
solicit and evaluate innovative cryp-
tographic algorithms nationwide. 
In September 2019, 24 proposals 
advanced to the second round; and 
winners will be announced in 2020. 
The Chinese National Standards for 
cryptographic algorithms currently 
in use include the SM2, SM3, SM4, 
and SM9 that correspond to algo-
rithms for public-key cryptography, 
cryptographic hash functions, block 
ciphers, and identity-based cryptog-
raphy, respectively. SM2, SM3, and 
SM9 have acquired international 
recognition under ISO/IEC14888-3/
AMD1 and ISO/IEC10118-3:2018. 

Hong Kong. The Centre for Infor-
mation Security and Cryptography 
(CISC) was formally established in 
HKU in 1998. Since then, cryptogra-
phy became a major research area in 

Regional collaboration map based on IACR flagship conferences (CRYPTO, Eurocrypt, 
Asiacrypt) for the last six years 2019–2014.

2019 2018 2017 2016 2015 2014

Australia C C C S

China AHJS JKS AJS AJS J JKS

Hong Kong C T

Japan C CS CS CS C CS

Korea C CS

Singapore CT CJ CJ CJ ACJK

Taiwan S H

Asiacrypt 2019, Kobe, Japan. Asiacrypt 2020, Daejeon, South Korea.
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was pioneered by Raphaël Phan in 
2005 to expose the local security 
community to the culture of inter-
national crypto conferences. Held in 
Kuala Lumpur, the program chairs 
were Serge Vaudenay and Ed Dawson 
(QUT) and featured an unconvention-
al cryptography session spotlighting 
a paper on the new notion of ques-
tionable encryption by Adam Young 
and Moti Yung. Subsequently, Phan 
led the bidding team to host Asiac-
rypt in Malaysia for the first time in 
2007. This was held in Kuching in 
the Borneo state of Sarawak. Mycrypt 
was rejuvenated in 2016, focusing on 
paradigm-shifting unconventional 
crypto, with Phan and Yung as the 
program chairs. In terms of gov-
ernment initiatives, the Malaysian 
government agency CyberSecurity 
Malaysia initiated in 2016 an effort 
similar to CRYPTREC (Japan) to pro-
pose a list of trusted cryptographic 
algorithms for Malaysia. MySEAL pro-
duced a recommended list of existing 
algorithms in 2017.

Singapore. In 2018, two multi-
disciplinary research centers each 
funded by a $10 million grant from 
the National Research Foundation of 
Singapore were set up under Nan-
yang Technological University (NTU) 
and National University of Singapore 
(NUS), respectively. The centers are 
to develop capabilities, technologies, 
and skilled manpower toward scal-
able and customized privacy preserv-
ing technologies that are aligned 
with national priorities of Singapore 
in the services and digital economy of 
the Research, Innovation, and Enter-
prise (RIE2020) plan.

Taiwan. Taiwan’s burgeoning 
cryptographic community hosted 
Asiacrypt 2003 and 2014. Taiwan is 
known for specialties in post-quan-
tum cryptography and cryptographic 
implementations. For example, 
Bo-Yin Yang (Academia Sinica) was 
the co-inventor of Ed25519, a widely 
used elliptic curve digital signature 
scheme, which is a de facto standard 
on the Internet, and of which the U.S. 
National Institute of Standards and 
Technology (NIST) has said will be 
part of the U.S. standard FIPS 186-5. 
Taiwanese scholars contributed to 
the multivariate digital signatures 
MQDSS and Rainbow in the second 

round of the NIST post-quantum 
standardization process. 

Vietnam. The Vietnam Crypto-
graphic Branch was formed in 1945 
soon after independence, and the de-
velopment of cryptography was exclu-
sively realized by the government’s 
secret agencies such as the Ban Co 
Yeu (Cryptographic Bureau). The 
first official collaboration between a 
secret agency and a public research 
institute occurred in 1987 in a project 
called M-87, led by Phan Dinh Dieu 
(VNU)—the founder of the Vietnam-
ese IT Society. Since then, research 
in cryptography has increased in 
public institutions as well as public 
universities where cryptography/se-
curity courses were created. The first 
international cryptology conference 
in Vietnam (Vietcrypt) was held in 
2006, led by Vietnamese researchers 
abroad: Khanh Nguyen (Singapore), 
Phong Nguyen and Duong Hieu Phan 
(France) and Duy Lan Nguyen (Aus-
tralia) and supported by Phan Dinh 
Dieu (as general chair). Vietcrypt 
attracted numerous prominent cryp-
tographers including Jacques Stern, 
Tatsuaki Okamoto, Phil Rogaway, 
and inspired new young students to 
follow cryptography research. Sub-
sequently, Vietnam hosted its first 
Asiacrypt in 2016, led by Duong Hieu 
Phan as one of the general chairs, 
along with Ngo Bao Chau (VIASM).

Security Research Highlights  
of the Asiacrypt Region
Australia. The pioneers of Australian 
crypto include Jennifer Seberry (Wol-
longong) and Ed Dawson (QUT) who 
have made research contributions to 
the field of symmetric cryptography. 
Yuliang Zheng (Monash) introduced 
the signcryption notion in 1997, 
which to date has been cited over 
1,500 times. The aim of signcryp-
tion is to provide both confidential-
ity and authentication of messages 
more efficiently than by independent 
encryption and signing, by means 
of intertwining both cryptographic 
operations. Josef Pieprzyk (Mac-
quarie) in joint work with Nicolas 
Courtois that has been cited over 
1000 times, proposed a method to 
break ciphers whose S-boxes can be 
expressed by an over-defined system 
of algebraic equations. Desmedt, 

Asiacrypt has been 
the annual flagship 
conference for the 
Asian region since 
2000 and holds 
the same status 
within the industry 
as the Crypto 
and Eurocrypt 
conferences.
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designed the one-key CBC MAC 
(OMAC1 aka CMAC) block cipher-
based message authentication code 
(MAC), which has made the CRYP-
TREC list and specified as NIST SP 
800-38B.

For the context of public-key 
crypto, the Fujisaki-Okamoto (NTT) 
at Crypto 1999 is a well-known 
technique to upgrade the security 
of public-key encryption schemes 
from chosen plaintext resistance 
to adaptively chosen ciphertext 
security. It has been cited close to 
1,000 times to date. The Okamoto 
identification scheme at Crypto 
1992 is the first identity scheme that 
withstands adaptive attacks in the 
random oracle model, by proposing 
a new way of embedding an instance 
of the discrete-logarithm problem 
in the security proof. The notion of 
structure-preserving signatures (SPS) 
was introduced by Abe (NTT), Fuchs-
bauer, Groth, Haralambiev, and 
Ohkubo (NICT) at Crypto 2010. SPS 
is a proof-friendly signature scheme 
over pairing groups allowing to ef-
ficiently prove signatures without 
explicitly showing the signature, the 
message nor the verification key. It is 
used as a building block in privacy-
preserving cryptographic protocols 
such as anonymous credential sys-
tems. Sakai, Ohgishi, and Kasahara 
developed the first identity-based 
key exchange scheme in 2000, which 
is the first constructive application 
of pairings over elliptic curves that 
preceded the first identity-based en-
cryption (IBE) scheme by Boneh and 
Franklin in 2001. This opened the 
door to pairing-based cryptography 
that is widely deployed in real-world 
applications now. Tatsuaki Okamoto 
(NTT) and Katsuyuki Takashima (Mit-
subishi) at Asiacrypt 2009 introduced 
a technique called dual pairing vector 
spaces that extends pairing groups to 
a vector space. It was a breakthrough 
to many applications such as at-
tribute encryption and functional 
encryption scheme. In the context of 
real-world security, Tsutomu Mat-
sumoto et al. (YNU) in their work 
that has been cited over 1,000 times, 
showed the surprising result that 
fingerprints artificially copied on 
silicone rubber fingers could effec-
tively cheat fingerprint identification 

Pieprzyk, Steinfeld (Macquarie), and 
Wang at Crypto 2007 studied the 
secure n-party computation in the 
passive, computationally unbounded 
attack model of the n-product func-
tion fG(x1,...,xn)=x1·x2···xn in an arbi-
trary finite group (G, · ), where the 
input of party Pi is xi ∈ G for i=1,...,n. 
The problem of constructing such 
protocols was reduced to a combi-
natorial coloring problem in planar 
graphs. Ron Steinfeld (Monash) is 
one of Australia’s leading researchers 
in lattice cryptography and homo-
morphic encryption. His papers with 
Stehlé at Asiacrypt 2010 and Euro-
crypt 2011 have been influential to 
lattice cryptography using cyclotomic 
rings and made major inroads to the 
efficiency of homomorphic encryp-
tion. Lynn Batten (Deakin) and Xun 
Yi (RMIT) have made considerable 
contributions to privacy-preserving 
digital cash, notably the first detailed 
analysis of e-commerce-based per-
sonal information distribution from 
the purchaser viewpoint and solving 
the change-giving problem; as well 
as to privately querying aggregated 
medical data such that the privacy of 
the data, the query, the querier, and 
data owner are guaranteed simulta-
neously.

China. Xiaoyun Wang (Shandong) 
at Crypto 2005 broke the established 
hash functions SHA-0, SHA-1 (cited 
over 1,800 times), following her 
earlier work at Eurocrypt 2005, which 
broke the hash function MD5 (cited 
over 1,700 times) used in many com-
mercial systems.

Japan. Within symmetric cryptol-
ogy, Mitsuru Matsui (Mitsubishi) 
introduced the technique of linear 
cryptanalysis, which was the first 
attack that effectively broke the Data 
Encryption Standard (DES); this work 
has been cited in excess of 3,300 
times and remains one of the top 
cryptanalysis techniques to guard 
against any new cipher designs. More 
recently, Yosuke Todo (NTT) invented 
the cryptanalytic technique of divi-
sion property-based integral attack, 
which has broken the full rounds of 
the MISTY-1 cipher that had been 
proven secure against two top attack 
techniques, that is, differential and 
linear cryptanalysis. Tetsu Iwata (Na-
goya) and Kaoru Kurasawa (Ibaraki) 

Research 
collaborations in 
the Asiacrypt region 
actively occur 
among security 
researchers and 
cryptographers.
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papers published for the IACR flag-
ship conferences—Crypto, Eurocrypt 
and Asiacrypt—in recent years. The 
accompanying table gives the sum-
mary of joint papers published in the 
past six years at these three main ven-
ues that involved researchers across 
multiple Asiacrypt countries, and if 
so, which countries they collaborated 
with. China actively collaborates, 
mainly with Australia, Japan, and 
Singapore. Moreover, Japan and Sin-
gapore also collaborate closely.

Ideas for even closer collabora-
tions. Besides the practice of East 
Asia and Oceania countries taking 
turns hosting the flagship Asia-
crypt conference, and cross-country 
research collaborations and joint 
publications, the following ideas 
could further strengthen collabora-
tions and are worth exploring:

 ˲ Joint Ph.D. studentships among 
Asiacrypt universities: Universi-
ties in Asiacrypt countries could 
devise jointly supervised and jointly 
awarded Ph.D. degrees wherein the 
Ph.D. student spends a year in a host 
university where the co-supervisor is 
based.

 ˲ Research visits co-located with 
Asiacrypt: Arrange co-located re-
search visits before and after Asiac-
rypt to be hosted by universities in 
the Asiacrypt-hosting country. This 
way, researchers aiming to attend 
Asiacrypt could leverage the trip as a 
research visit to a university in that 
country before or after the Asiacrypt 
period. 
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systems, leading to a new research 
direction of liveness detection for 
fingerprint systems.

Korea. Kwangjo Kim et al. (KAIST) 
suggested a set of DES S-boxes that 
can be resistant against differential 
cryptanalysis and linear cryptanalysis 
(Asiacrypt 1991). Jung Hee Cheon 
et al. (SNU) developed cryptanalytic 
techniques for the CLT13 (Eurocrypt 
2015) and CLT15 (Eurocrypt 2016) 
multilinear maps, as well as against 
the obfuscations based on the 
GGH13 (CRYPTO 2018) and GGH15 
(Crypto 2019) multilinear maps. 
Cheon et al. also contributed sub-
stantially to solving variants of the 
discrete log problem (DLP), which 
directly affects the hardness of many 
security systems, as well as designed 
the first-known homomorphic 
encryption operating on real num-
bers that was subsequently used for 
privacy-preserving machine learning 
(Asiacrypt 2017). Korean researchers 
have also contributed substantially 
to research on broadcast encryption 
with improved efficiency (computa-
tion and transmission), identity-
based encryption, and functional 
encryption with extra features such 
as tighter security reduction, revoca-
bility, and reduced key size, as well 
as on authenticated key exchange 
protocols including features such 
as dynamic grouping and forward 
secrecy.

Malaysia. Cryptographic research 
in Malaysia dates back to the early 
2000s, and throughout the last two 
decades, the cryptographic commu-
nity of actively publishing research-
ers in Malaysia remains largely the 
same. Main novel contributions 
from the community include new 
types of block cipher cryptanalysis 
techniques (double slides, realign-
ing slides, overlapping multiset 
attacks, and bitslice tuple attacks) 
by Raphaël Phan, cryptanalysis of 
provable security (Phan, Bok-Min Goi 
and Wei-Chuen Yau), and variants of 
identification schemes by Swee-Huay 
Heng et al.

New Zealand. Early pioneers of 
information and computer security 
research in New Zealand include 
Hank Wolfe (Otago), Lech Janczewski 
(Auckland), Ray Hunt (Canterbury), 
Peter Gutmann (Auckland), and Ian 

Welch (Victoria). Theoretical re-
search in cryptography began with 
the return to New Zealand of Steven 
Galbraith (Auckland). Quantum 
computers, if they can be built to run 
Shor’s algorithm at large scale, will 
break most public key cryptosystems 
in widespread use today. Two major 
research directions in post-quantum 
crypto are lattice crypto and isogeny 
crypto, based on mathematical prob-
lems that cannot be solved by Shor’s 
algorithm. Galbraith is a major con-
tributor to lattice cryptanalysis and 
introduced a significant optimization 
to lattice signatures, which has been 
used in submissions to the NIST 
PQCrypto standardization process. In 
isogeny crypto, Galbraith is a leading 
researcher—he illustrated an adap-
tive attack on isogeny crypto that has 
widely influenced the field (Asiacrypt 
2016), and has made major advances 
(Asiacrypt 2017, Eurocrypt 2019) in 
isogeny signatures.

Singapore. Jian Guo (I2R), Thomas 
Peyrin (NTU), and Axel Poschmann 
(NTU) designed the PHOTON light-
weight hash function family (Crypto 
2011), which was adopted as an ISO 
standard in 2016. Hongjun Wu’s 
(NTU) hash function design JH was 
selected as one of the five finalists 
of the SHA-3 competition in 2011; 
Hongjun Wu’s authenticated encryp-
tion schemes ACORN and AEGIS, as 
well as Deoxys-II co-designed by Ivica 
Nikolić (NUS) and Thomas Peyrin 
(NTU) were selected as the final win-
ners of the CAESAR competition in 
2019. NTU’s Jian Guo, Thomas Pey-
rin, and Hongjun Wu also contribut-
ed significantly on the cryptanalysis 
of symmetric-key primitives. Joseph 
Liu and Jianying Zhou et al. designed 
a lightweight identity-based signa-
ture scheme, which was adopted as 
an ISO standard in ISO/IEC 29192-4 
in 2013. Yanjiang Yang and Jianying 
Zhou et al. designed password-based 
anonymous entity authentication 
scheme, which was adopted as an ISO 
standard in ISO/IEC 20009-4 in 2017. 

Cross-Country  
Research Collaborations
Research collaborations in the Asia-
crypt region actively occur among 
security researchers and cryptogra-
phers. To showcase this, consider the 
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SINCE KOREA HAS a limited ICT R&D fund compared 
to other IT global countries, its strategy was essential 
to achieve its global competence in each generation 
of mobile communication. Just after the rollout of the 
world’s first 5G service, the government took the next 
step by announcing the 5G + strategy to promote the 
5G application to a wide-ranging industry and create 
a sustainable 5G ecosystem leading to new growth 
engines. In this article, we focus on the government-
industry 5G collaborations, including the R&D 
roadmap and promotion to the 5G commercialization, 
the global collaboration, the first 5G experience, and 
5G vertical trials to make the 5G-enabled industrial 
transformation take place in Korea.

 The development of an electronic digital switching 
system called TDX in the 1980s, the world’s first 

CDMA mobile service in the 1990s, 
and the nationwide wired and mo-
bile broad Internet networks in the 
2000s are the key advances that made 
it possible for Korean consumers to 
easily adopt new technologies such 
as LTE and 5G. In 2018, the handset 
penetration rate of South Korea was 
similar to western Europe, where LTE 
adaption was 84% with 99.95% cover-
age and 65Mbps downlink capacity.4 
Data consumption has been stagnant 
since 2018, but it has now increased to 
around 25GB/month after 5G com-
mercialization, which is more than 2.5 
times over LTE. 

In 2013, the 5G Forum was estab-
lished as the public-private 5G pro-
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expected 13 million 5G subscribers by 
end of 2019 (where Korea counts for 
more than one third) and one billion 
5G subscribers by 2023. In order to 
establish a global 5G ecosystem and 
promote the timely introduction of 5G, 
collaboration has played a key role in 
two tracks—joint promotion and joint 
research.

 5G Forum established bilateral 
and multilateral collaborations with 
Chinese IMT-2020 Promotion Group, 
European 5G-IA (Infrastructure As-
sociation), Japanese 5G-MF (Mobile 
Promotion), 5G Americas, 5G Brazil, 
UK5G, 5GTurky, Indonesia i5G, Tai-
wan 5G-Alliance, WWRF, and FuTURE 
Forum. They focused on identifying, 

stration at PyeongChang Winter Olym-
pics using Pre-5G technology. The goal 
of Phase 3 was to move forward with 5G 
commercialization. The PyeongChang 
Winter Olympics in early 2018 became 
the momentum gaining opportunity to 
secure 5G equipment and terminal de-
velopment early, making sure that 5G 
service rolled out in April 2019, eight 
months before the initial plan. 

Global Collaboration   
As of Oct. 2019, 62 operators from 34 
countries started 5G commercial ser-
vices with a limited footprint. Indeed, 
Korea is rapidly ramping up the infra-
structure aimed at nationwide cover-
age. Ericsson’s 2019 mobility report 

motion think tank by distributing a 
national vision and 5G mobile com-
munication strategy. Having recalled 
the first commercialization of LTE in 
Korea in July 2011, and the world-first 
nationwide network of LTE in 2013, 
the government-industry alliance for 
5G began much earlier compared to 
previous generations. The 5G Forum 
published 16 white papers, including 
vertical-specific ones.1 Figure 1 sum-
marizes the key public-private efforts to 
5G commercialization in services, R&D, 
ecosystem creation, and spectrum. 
Its strategy had three phases: The first 
phase focused on R&D to secure core 
technologies for equipment, and the 
second phase was aimed at 5G demon-

A researcher stands in front of an aerial view of Seongnam, South Korea, in 2018, 
exploring the transformation 5G will bring to urban life in the area.
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sharing, and promoting the har-
monized 5G visions, spectrum, and 
roadmap. Joint research with global 
partners currently include three R&D 
projects: 5G phase-2 R&D on advanced 
new radio millimeter-wave access 
technology, network inter-operability 
with the European Union, and high-
speed vehicle application R&D with 
the U.K. Vertical specific university 
projects are also ongoing, such as 
28GHz 5G V2X communication2 and 
the tactile Internet.3 

World’s First 5G Experience 
After 5G spectrum allocation in June 
2018, each mobile carrier finally 
launched the world-first smartphone-
based 5G commercial service in April 
2019. It took no more than a year 
from spectrum allocation to commer-
cial service. 

Its subscriber base showed rapid 
growth, surpassing one million sub-
scribers less than 70 days after com-
mercial release. As of Nov. 2019, 5G 
subscribers have surpassed 4.3 million, 
which is mainly due to their unprec-
edented subsidy, tariff plans offering 
more data than 4G, and attractive VR / 
AR content services. Figure 2 shows the 
5G coverage of three operators, which 
keep ramping up in 85 cities and major 
highways by the end of 2019. 

The carriers competitively launched 
VR, AR, and high-definition live 
streaming services applying 5G band-
width improvements; handset manu-
facturers also introduced innovative 
technologies such as foldable phones 
and wearable terminals. Figure 3 
shows some of the 5G applications of 
mobile operators. Figure 3(a) is the 
LGU+ baseball live service, where you 
can watch baseball games of KBO 
(Korean baseball league) in the view 
angle as you want with low latency, im-
proving the sense of realism.  Figure 
3(b) is a location-based mixed reality 
(MR) zoo service that SKT provides 
at some of the public parks in Seoul, 
bringing a particular fictitious animal 
of high-quality video to the real-life 
environment over 5G networks of 
ultra-low latency graphic processing 
at the MEC. Figure 3(c) is KT Neck-
band-360 that enables the live stream 
of the surrounding with 360-videos to 
give their friends virtual experiences. 
It can also be easily applied to private 

Figure 1. Journey of government-industry collaboration to 5G commercialization.

Figure 2. KT 5G coverage; SKT 5G coverage; and LGU+ 5G coverage as of 2019.10.07. 

Figure 3. Examples of LGU+ Baseball Live; SKT AR Zoo; and KT Neckband 360.

Figure 4. Trial cities.
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surveillance or public disaster relief. 
Recently, telecom operators either 
already started or plan to begin some 
streaming game service with global 
cloud giants. Though it takes time to 
evaluate how much users appreciate 
early 5G services compared to LTE, 
more real-time applications of im-
mersive media continue to come into 
the market.

It is also interesting that heavy 
data users in LTE are consuming 
only around 65% more after having 
switched to 5G service. It pointed 
out that the B2C market has already 
saturated in the LTE. Many collabora-
tions are happening now in Korea for 
developing B2B applications enabled 
by the Rel-16 infrastructure along with 
cloud infrastructure and the prolifera-
tion of edge services, such as autono-
mous vehicle V2X, C-ITS service, smart 
factory, and smart healthcare.

5G Industrial Trials 
5G promises to open the service big-
bang era, along with the combined 
technologies of AI inference capa-
bility, edge cloud computing, and 
industrial IoT. For Korea to brace for 
the age of service big bang, 5G Forum 
along with MSIT and Giga KOREA 
Foundation set up the six task forces 
on Dec. 2016 to develop 5G conver-
gence service scenarios that will likely 
to be commercialized in Korea by 
2030. Many experts from three opera-
tors, manufacturers, institutes, and 
academia were brought together and 
published the representative service 
scenarios in the fields of AI, robots, 
smart city, autonomous industry, me-
dia, and public safety sector in 2017. 
Among those service scenarios, the Ko-
rean government chose five of them, 
which eventually led to 5G industrial 
trials starting in August 2018. 

Figure 4 shows five ongoing trials, 
their consortium leaders, and the 
city location of testbeds, which are 
autonomous driving, smart factory, 5G 
media, public safety, and smart city. 
Another new trial in the fashion indus-
try is beginning this October. 

The 5G-enabled autonomous driv-
ing trial focuses on 5G V2X enabled 
bus, cloud-assisted remote-driving 
service, and URLLC-assisted traffic-
control service, which includes the 
access of both 3.5GHz and 28GHz 

Ericsson’s 2019 
mobility report 
expected 13 million 
5G subscribers by 
end of 2019 (where 
Korea counts for 
more than one third) 
and one billion 5G 
subscribers by 
2023.

spectrum. The crucial use case of a 
5G factory trial is 5G-enabled autono-
mous multifunction robots, which 
is being tested in the real factory. 5G 
smart city trials focus on wireless 
intelligent CCTV and drone service. 
5G public safety trials focus on critical 
evacuation service in the tunnel ac-
cident, in-building fire, and collapse 
of infrastructures. 5G media focuses 
on remote medical care, live remote 
entertainment, and VR experience. It 
is particularly promising that the trial 
consortium made sure to develop 5G 
industrial prototype modules to apply 
5G real industrial connectivity in their 
use-cases by the end of this year.  

Last year, the government an-
nounced the 5G+ strategy to further 
promote 5G business trials, which 
invests $160 billion dollars in 5G in-
dustrial R&D by 2026. As the national 
SOC infrastructure ages after six years, 
the government plans to develop and 
expand the 5G friendly B2G business 
first in order to encourage the private 
sector to step in investment. 

Conclusion 
The 5G Forum keeps promoting the 
collaboration of government, ICT, 
and vertical industries, institutes, and 
academia to integrate 5G into the ver-
tical industries. Finally, 5G Forum has 
already started laying out 6G vision. In 
fact, the 6G national project is slated 
to launch in 2021 and last for eight 
years.  
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B IN ARY CODE ANALYSIS (binary analysis, for short) is 
a vital security approach for protecting commercial 
off-the-shelf (COTS) software and understanding 
malware, where there is no source code available. 
From the perspective of computer security, it is 
imperative to analyze binary code, as source-level 
scrutiny does not always reveal lurking software bugs 
due to compiler or interpreter misbehavior.

Since the late 1990s, there has been significant 
research interest worldwide on binary analysis. 

The BitBlaze project (by Carnegie 
Mellon University and University of 
California, Berkeley)14 is one of the few 
pioneering research prototypes that 
incorporates a variety of tools for bi-
nary analysis,  such as VINE for static 
analysis, TEMU for dynamic analysis, 
and Rudder for symbolic execution. 
Following up on BitBlaze, BAP (by 
Carnegie Mellon University)3 provides 
a wealth of APIs that can be used to 
build a custom binary analyzer, while 
DECAF (by Syracuse University)7 pro-
vides efficient, platform-neutral sup-
port for dynamic binary analysis. Angr 
(by University of California, Santa Bar-
bara)13 offers a user-friendly platform 
for common binary analysis tasks, 
such as disassembly, instrumenta-
tion, and symbolic execution that are 
utilized by an active user community. 

In recent years, the expanding cyber 
infrastructure supporting govern-
ments and industry sectors in Asia has 
ignited strong interests in software 
security,  leading to a surge of research 
activities in binary analysis in the 
region. Thanks to the broad inter-
national support, researchers have 
begun to drive new ideas and delve 
into various research topics in binary 
analysis, such as automatic exploit 
generation, vulnerability discovery, 
and automated reverse-engineering. 
This article outlines the key research 
developments and trends in binary 
analysis led by researchers in the East 
Asia and Oceania region.

Growing Research Interest  
in Vulnerability Discovery and  
Exploit Generation
Fuzzing is a popular technique to dis-
cover software vulnerabilities by ran-
domly or semi-randomly generating 
inputs to tested software programs. It 
has been an area of focus for research-
ers from China, Korea, and Singapore. 
AFLFast (from the National University 
of Singapore)2 is one noteworthy proj-
ect used by many security practitioners 
today to find security vulnerabilities 
in software. It served as the catalyst 
for grey-box fuzzing research: many 
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research papers on grey-box fuzzing 
came out after its release.12 CollAFL 
(by Tsinghua University, China)6 
and Eclipser (by the Korea Advanced 
Institute of Science and Technology, 
or KAIST)4 are examples of regional ef-
forts in improving fuzzing efficiency.

Another research focus is on new 
types of memory vulnerabilities and 
exploits. Data-oriented exploitation 
(by National University of Singapore)8,9 
is a new type of memory error exploit 
that works by manipulating non-
control data of the program without 
hijacking the control flow of a target 
program, which brings the expressive-
ness of data-oriented exploits to a new 
level.

Automatic Exploit Generation 
(AEG, by Carnegie Mellon University)1 
is a pioneering work of automatically 
finding and exploiting the vulnerabili-
ties of a program, which incorporates 
analysis techniques such as symbolic 

execution and fuzzing. AEG is im-
portant for software security, as one 
can apply the technique to discover 
vulnerabilities and quickly fix security-
relevant vulnerabilities prior to the 
release of software products. AEG 
typically requires binary code, as it 
is not possible to figure out the exact 
memory layout by simply looking at 
the source code. The importance of 
AEG was realized by the Cyber Grand 
Challenge (CGC), the first hack-
ing competition between machines 
hosted by DARPA in 2016. To expedite 
the AEG process, one needs to search 
for exploitable states in program paths 
diverging from crashing inputs found 
by fuzzing. Revery (by the Univerity 
of Chinese Academy of Sciences and 
Tsinghua University, China)15 tackles 
this challenge by adopting a control-
flow stitching technique.

Since the CGC, several Asian coun-
tries have started to organize similar 

competitions. Korea ran the AI-based 
Automated Vulnerability Discovery 
Challenge in 2018, and Japan also 
hosted the Automatic Cyber Hacking 
Challenge at the Code Blue Confer-
ence in 2018. Both competitions were 
focused on attacks, that is, binary-level 
exploitation, rather than defenses, 
unlike CGC, where binary patching 
played a crucial role. However, the Ko-
rean Ministry of Science, ICT, and Fu-
ture Planning  (MSIT) have announced 
this year’s competition would include 
both attacks and defenses.

Efforts in Building Scalable  
Binary Analysis Frameworks
Binary analysis faces a constant 
challenge due to the ever-increasing 
demands of researchers and cyber-
security responders. The dramatic 
increase of binary analysis tasks calls 
for frameworks that reduce human 
effort and boost productivity, which I
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benefit any binary analysis framework 
available today.11

Concluding Remarks
Binary analysis has been gaining popu-
larity in Asia. Built on the momentum 
of vulnerability discovery and exploit 
generation, as well as the foundational 
work to build scalable platforms for bi-
nary analysis, we hope to see more ac-
tive regional research collaboration in 
the field. With extended collaborative 
effort, we believe researchers in this 
region will trigger major technological 
breakthroughs in the future. 
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can be scaled to meet real-world 
demands. Based on the common 
abstractions used in binary analysis, 
such as intermediate representation 
(IR), instruction semantics, data flow, 
control flow, and others, research in 
the region aims to develop automatic 
methods to generate abstractions and 
optimize analysis processes, as well as 
enabling analysis by various tools to 
inter-operate.

Many of the efforts carried out in 
the Asia region aim to produce solid 
building blocks for scalable binary 
analysis frameworks. For example, 
writing the specification of instruc-
tions from scratch is largely an error-
prone task; instruction-set manu-
als typically comprise thousands 
of pages of descriptions written in 
natural language. To write a binary 
analysis front-end, which translates 
binary code into an IR, one should 
carefully read the manuals and 
implement the logic. This process 
requires tremendous engineering 
effort and thus, many researchers 
consider it too costly to investigate. 
TaintInduce (by the National Uni-
versity of Singapore and the Chinese 
Academy of Sciences)5 is a project to 
automatically generate taint rules (or 
data-flow properties) without manual 
specifications; it infers taint rules 
based on observations of instruction 
executions. In addition, TaintInduce 
proposes a common definition and 
API for taint rules, enabling follow-up 
work to be built on a common knowl-
edge base.

In 2019, researchers from KAIST 
made public their binary analysis 
framework, called B2R2.10 This was 
the first attempt to build a binary 
analysis framework in this region. 
It focused on optimizing the per-
formance and accuracy of a binary 
analysis front end, which was often 
neglected by binary analysis research-
ers, as the front end had been regard-
ed as a simple translation module. 
However, they presented various opti-
mization techniques, including paral-
lel lifting and big-integer splitting, 
that achieve an order-of-magnitude 
improvement in the performance 
of the front end. The same research 
team published a novel technique for 
finding semantic bugs that appeared 
in IRs for binary analysis, which can 

The expanding 
cyberinfrastructure 
supporting 
governments and 
industry sectors 
in Asia has ignited 
strong interests in 
software security,  
leading to a surge of 
research activities 
in binary analysis in 
the region.
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IT STARTED WITH 502 errors. Almost immediately 
a flood of user reports swamped the service’s 
community Slack channel.

A user posted “Getting 502s?” at 9:22 a.m., and within 
minutes 40 other users responded with the Yes and 
MeToo emojis.

Also at 9:22 a.m., in an ops channel, an incident 
had been opened by an on-call engineer, and the site 
reliability engineers responsible for the service had 
been paged out. By 9:23 a.m. five responders were 
checking logs and dashboards.

At 9:25 a.m.—less than two minutes after an initial 
tentative question indicated there may be an issue—
the first notification was pushed out to users. This was 
aimed at slowing the influx of user reports from the 
77,000-plus user community.

In less than seven minutes, eight hy-
potheses about the nature of the prob-
lems had been proposed by the respond-
ers. In that same period, five of those 
had been investigated and discarded.

Within the first 10 minutes of the 
incident, the responders had been di-
rectly in touch with the 4,700 users in 
their community channel, opened tick-
ets with three dependent services’ sup-
port teams, and coordinated among a 
response squad of 10.

Diverse players are engaged when IT 
systems run at speed and scale. This 
becomes immediately apparent when 
the service is disrupted. Those whose 
work depends on the system function-
ing, both directly and indirectly, are 
compelled to get involved either to 
help with resolution or to seek more 
information so they can adjust their 
goals and priorities to account for the 
degraded (or absent) service.

Often, because of the business-crit-
ical nature of the service or four nines 
service-level agreements, a service 
outage triggers an all-hands-on-deck 
page for multiple responders. This 
core group represents a small frac-
tion of the roles involved, however. 
Even with a brief look at an incident 
response, it becomes apparent that 
performance in resolving service out-
ages in these systems is about rapid, 
smooth coordination of these mul-
tiple, diverse players, as expressed in 
in the accompanying figure.

Joint activity distributed among this 
collective takes place across scripted 
and unscripted efforts such as recog-
nizing the disruption, taking actions 
that safeguard the system from further 
decline, diagnosing the source(s) of the 
problems, determining potential solu-
tions, cross-checking a fix before the 
code gets pushed, as well as a whole 
suite of after-action activities.

Even in relatively smaller scale sys-
tems, the incident response can be-
come less about diagnosis and repair 
of service outages and more about 
managing the needed capabilities of 
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multiple responders, the potential 
benefits that could be realized by hav-
ing more participants available to as-
sist, and the needs of the stakeholder 
groups. This coordination incurs ad-
ditional demands. For example, for 
their skills and experience to be useful 
to the current flow of events, incoming 
responders need to be briefed and un-
derstand tasks delegation according to 
a required sequencing of tasks. Doing 
this requires a substantial amount of 
effort—particularly as the severity of 
the outage or number of responders in-
creases or the uncertainty grows.

In the high-consequence world of 
managing service delivery for critical 
digital infrastructure, the time pres-
sure to diagnose and repair an outage 
is enormous.1 While resources may be 

readily available, it can be extraordinari-
ly challenging to use them as the tempo 
of the incident escalates and the efforts 
to stop a cascade of failures occupy all 
the attention of the response team.

Herein lies the crux of the issue: The 
collaborative interplay and synchro-
nization of roles is critical,12,13,15 but 
prior research has shown poor coor-
dination design incurs cognitive costs 
for practitioners, specifically, the addi-
tional mental effort and load required 
to participate in joint activities.5,6 This 
can be particularly exacerbated in the 
digital services domain where it plays 
out across geographically distributed 
groups. Using examples from critical 
digital services, this article explores the 
nature of coordination costs and how 
software engineers experience them 

during a service outage. These findings 
provide new directions for design to 
control costs of coordination in inci-
dent response.

Hidden Costs of Coordination
The choreography needed for smooth 
operation is effortful,7 particularly 
when the system is under stress. But 
these efforts are difficult to discern 
and typically not separated from ex-
pected “professional practice” within 
a field. This choreography arises as “an 
escalating anomaly can outstrip the re-
sources of a single responder quickly. 
There is much to do and significant 
pressure to act quickly and decisively. 
“To marshal resources and deploy them 
effectively requires a collection of skills 
that are related to but different from 
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The Need for Coordination Design
Highly technical system operation is 
increasingly non-collocated. Demands 
for near-perfect reliability and the 
burnout this can generate for on-call 
engineers has given rise to different 
models of 24/7 systems management 
to distribute calls across time zones. 
Even when a team may be geographi-
cally collocated, outages happen in off-
hours or when members of the team 
may be traveling, in meetings, or other-
wise unavailable for face-to-face inter-
actions. This means incident response 
should be designed to accommodate 
entirely remote joint activity.

The need for good coordination de-
sign transcends the software commu-
nity: Increasingly, other industries that 
were not typically geographically dis-
persed in the past are taking advantage 
of technological capabilities to distrib-
ute their workforces to optimize cost or 
available talent (providing just-in-time 
expertise).

Current coordination design focus-
es on the structure of handling support, 
including triage methods whereby run-
books or troubleshooting algorithms 
are used by less experienced support 
engineers before escalating to experts 
or through geographically dispersed 
support networks that “follow the 
sun.” These formats can decrease the 
need to wake up expert resources when 
the system goes down, but these con-
figurations do not eliminate the need 
for coordination design. The require-
ments are shifted in ways that can es-
calate situations, compounding the 
coordination demands of the event as 
other stakeholders get engaged.

Let’s follow this through with an 
example. When anomalies gener-
ate the need to page the on-call staff, 
these direct responders begin gather-
ing. Simultaneously, other stakehold-
ers with an interest in the problem are 
also drawn in. Users may begin flood-
ing support channels and ticketing sys-
tems trying to determine if the service 
is degraded or if their system is wonky, 
or dependent services may experience 
problems and begin asking for infor-
mation. This coordination “noise” 
makes it challenging to determine 
if these are all the same problems, 
related, or unrelated.

With diagnostic and safeguarding 
activities commanding substantial at-

those associated with direct problem 
solving. But to be effective, these re-
sources must be directed, tracked, and 
redirected. These activities are them-
selves demanding.”18

That this collection of skills goes 
largely unnoticed is not surprising. The 
fluency with which expert practitioners 
manage these coordination demands 
minimizes the visibility of the efforts 
involved.19 It is only when the coordina-
tion breaks down that it comes to the 
forefront. Difficulties in synchronizing 
activities, disruptions to the smooth 
flow of task sequences, or conversation 
explicitly aimed at trying to organize 
multiple parties are examples of evi-
dence that coordination breakdowns 
have occurred.

It is worth separating out the chore-
ography needed for coordination from 
the costs that those activities incur. 
An example of this occurs when re-
cruiting new resources to an incident 
response—just one function in joint 
activity. The associated overhead costs 
include:

 ˲ Monitoring current capacity rela-
tive to changing demands

 ˲ Identifying the skills required
 ˲ Identifying who is available
 ˲ Determining how to contact them
 ˲ Contacting them
 ˲ Waiting for a response
 ˲ Adapting current work to accom-

modate new engagement (waiting, 
slowly completing tasks to aid coordi-
nation)

 ˲ Preparing for engagement
 ˴  Anticipating needs
 ˴  Developing a ‘critsit’ or status 

update
 ˴  Giving access/permissions to 

tools and coordination chan-
nels

 ˴  Generating shared artifacts 
(dashboards, screenshots)

 ˲ Dealing with access issues (inabil-
ity to join web conferences or trouble 
establishing audio)

These overheads seem relatively be-
nign—they are implicit features of any 
joint activity. And that is precisely the 
point: They can be a minimal burden 
in normal operations and therefore 
disregarded as worthy of support in 
explicit design. In high-tempo, time-
pressured, and cognitively demand-
ing scenarios, however, these burdens 
increase to the point of overloading al-
ready burdened responders. Think of 
a loss of engine power during the first 
few minutes of flight or an unexpected 
event during a spacewalk—seconds 
count here and any additional friction 
in cognitive work matters. Now think 
of the speed at which critical digital 
services operate—microseconds count 
and the hidden coordination costs 
can matter in previously unconsid-
ered ways. The cognitive costs of coor-
dination matter in incident-response 
processes. Now let’s consider how 
poor coordination design impacts en-
gineering teams responsible for sys-
tem reliability.

Resolving service outages.

 Incident Commander

Dependent
Services

Vendors Vendors

Responders Users

Other Useful
Resources Management

Client
SupportRegulators



APRIL 2020  |   VOL.  63  |   NO.  4  |   COMMUNICATIONS OF THE ACM     93

practice

tention, additional resources are then 
needed to triage this influx of reports 
and sort through the incoming data to 
minimize data overload.16 As the inci-
dent progresses and the concern over 
impact grows, escalations to manage-
ment bring in even more participants 
as senior executives begin pressing for 
more details or demanding the service 
be restored. Customer support roles 
facing urgent requests from clients will 
seek information to pass along.

Despite the substantial number of 
parties involved, systems are rarely 
designed with explicit attention to the 
coordination requirements. When 
they are, typically it is to: centralize 
response coordination through an in-
cident commander; design an overly 
prescriptive process management 
perspective that fails to account for 
the hidden cognitive work of coordina-
tion; or depend on tooling that fails to 
fully support the dynamic, nonlinear 
manner in which incident response 
happens. These methods do not neces-
sarily support the cognitive work of co-
ordination the way they are intended.

Attempts at Supporting Coordination
Some would argue that coordination 
design is fundamental for developing 
and deploying technology in distrib-
uted systems such as critical digital 
infrastructure (CDI). But process-driv-
en coordination design—emphasiz-
ing distributed tasks instead of joint 
activity—will not address the needs 
described earlier. One example of 
process-driven industry best practice 
surrounding coordination during ser-
vice outages—borrowed from disaster 
and emergency response domains—is 
an incident command system (ICS). 
Central to this model is assigning 
an incident commander (IC) and en-
suring disciplined adherence to the 
shared ICS across the roles and groups 
involved. Let’s look at how these two 
tenets can actually limit resilient inci-
dent-response practices.

Attempt 1: Assigning an IC. The 
intent of the IC role is to manage the 
coordination requirements of the in-
volved parties by directing the activi-
ties of others and holding the respon-
sibility for taking timely decisions. 
Under certain conditions (for exam-
ple, in low-tempo scenarios with few 
involved parties or reasonably known 

and predictable event outcomes) this 
may be an appropriate configuration. 
In these contexts (or these phases of 
an incident), the cognitive and coor-
dinative demands are manageable 
without design for coordination.7,12,13 
Routine events can be handled with-
out undue stress.

Escalations that move a situation to 
nonroutine or exceptional, however, 
dramatically increase the cognitive ac-
tivities needed to cope and generally 
do not follow a predictable course. As 
demands grow, an incident-command 
structure tends to become a workload 
and activity bottleneck that slows re-
sponse relative to the tempo of cascad-
ing problems.20 Working both in and 
on the incident forces attention to be 
divided across the “inherent” roles of 
the position. For example, the IC needs 
to be tracking the details of the inci-
dent to be prepared to anticipate and 
adapt to rapidly changing conditions, 
but too much effort spent on forming 
an accurate assessment of the situa-
tion takes away from managing the co-
ordination across roles. In reverse, try-
ing to centrally manage who does what 
when tends to fall behind the pace of 
events and challenges, making the 
trouble harder to resolve and the joint 
activity harder to synchronize.

This is not an inconsequential 
point. Being an effective choreogra-
pher of the joint activity demands 
current, accurate knowledge and the 
ability to redirect attention to the or-
chestration of the players coming in 
and out of the event alongside their 
changing needs. In addition, what is 
seen as the IC maintaining organiza-
tional discipline during a response can 
actually be undermining the sources 
of resilient practice that help incident 
responders cope with poorly matched 
coordination strategies and the cogni-
tive demands of the incident.

Attempt 2: Enforcing operational 
discipline to follow the ICS. Previ-
ous studies in software have shown 
different strategies for coping with 
workload demands such as dropping 
tasks (known as shedding load), de-
ferring work to later, or reducing the 
quality of the work performed.2 Other 
attempts to balance the workload 
sink with the value of the coordina-
tion call for adding more resources, 
but this comes with costs as well. In 

The need for good 
coordination 
design transcends 
the software 
community: 
Increasingly, other 
industries that 
were not typically 
geographically 
dispersed in the 
past are taking 
advantage of 
technological 
capabilities to 
distribute their 
workforces to 
optimize cost and 
available talent. 
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tive strategy to cope as coordination 
becomes too expensive. Rather than 
forcing responders to bear significant 
attentional and workload costs, it is ad-
visable to facilitate shifting various lines 
of work to subgroups while supporting 
connecting the progress or difficulties 
into the larger flow of the response.

The emergency services community 
has begun to recognize the limitations 
of the ICS,4 as have other domains 
where command and control or hi-
erarchical methods are giving way to 
more flexible teaming structures.10,11 
When practices such as ICS are adopt-
ed across domains, it is important to 
pay close attention to the critiques and 
findings from other large-scale, multi-
agent coordination contexts. In doing 
so, it is possible to limit the unintend-
ed adverse impacts when real-world 
demands of one setting challenge the 
practices imported from another.

These findings about how people 
in an incident response adapt when 
high costs of coordination threaten 
the critical cognitive work are an im-
portant source of design seeds to 
guide innovations.

Attempt 3: Using technology to 
facilitate coordination. The term 
computer-supported cooperative work 
(CSCW) was coined by Irene Greif and 
Paul Cashman in the early 1980s to 
describe the emerging field of com-
puters mediating the coordination of 
activity across people and roles.3 Since 
then, advances in technological capa-
bilities, the omnipresence of the com-
puter in the workplace, and the prolif-
eration of automated processes have 
solidified the importance of CSCW, 
while rendering it redundant since 
almost all forms of joint activity have 
become computer-mediated.

Still, this field has three main 
themes that are of particular interest in 
CDI: the use of collaboration software 
platforms; the coordination of joint 
activity between humans and bots; and 
the nature of reciprocity in human-au-
tomation teaming.

Collaboration Software Platforms
Not surprisingly, because of the chang-
ing needs of the work environment and 
the technical capabilities of the work-
force, software engineering has driven 
innovation and the development of 
tooling and practices for collabora-

poorly designed systems, resources 
needed to help handle the demands 
are unable to be brought into play 
smoothly without disrupting the 
work under way to control the ad-
verse effects of the event.

Herein lies a paradox: You have re-
sources available but are unable to 
make them useful. Concurrently, their 
attempts to become useful are coun-
terproductive—new responders com-
ing into an audio bridge or ChatOps 
channel need to ask for a briefing, 
and the updating disrupts the flow of 
activity. This can drive the formation of 
side channels among select respond-
ers where diagnostic work can take 
place uninterrupted. Creating this pe-
ripheral space is necessary to accom-
plish cognitively demanding work but 
leaves the other participants discon-
nected from the progress going on in 
the side channel.

Unless you have been “on the 
fireline” of an event of this sort, it 
can be easy to minimize the tension 
inherent in these situations. It’s 
worth restating: the systems studied 
in coordination research are often 
life-critical or otherwise high-conse-
quence. Despite the importance of 
coordination, timely actions must be 
taken to cope with anomalies as they 
threaten to produce failures. When 
high costs of coordination could un-
dermine the ability to keep pace with 
the evolving demands of the anoma-
lous situation, people responsible 
for the outcomes will, of necessity, 
adapt. Incident response in critical 
digital infrastructure systems is not 
exempt. In fact, the speed and scale 
at which CDI operates, coupled with 
the challenges of a distributed team 
connected through technology, make 
the domain particularly susceptible 
to interference from excessive costs 
of coordination.

In observations of critical events and 
post-mortems, adaptations to create 
subgroups in different channels that 
are separate from the “official” inci-
dent response occur repeatedly.9 Often, 
postmortems misinterpret these forms 
of adaptation to high costs of coordina-
tion. Retrospective discussions portray 
these adaptations as contrary to the ICS 
protocols and therefore lead to efforts to 
block people from forming these chan-
nels. The behavior is actually an adap-

Being an effective 
choreographer of 
the joint activity 
demands current, 
accurate knowledge 
and the ability  
to redirect attention 
to the orchestration 
of the players 
coming in and out  
of the event 
alongside their 
changing needs. 
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tive work. Online software platforms 
take traditional offline activities such 
as project management planning, is-
sue tracking, group discussion, and 
negotiation of shared work and enable 
real-time collaboration of participants 
across a distributed network.

The platforms have shifted from ex-
pensive, proprietary forms of file shar-
ing to broadly accessible, cloud-based 
tools that can be quickly adopted 
across both formal and ad hoc group-
ings. Lowering the barrier to collabora-
tion in this way eases the coordination 
costs of transient, single-issue de-
mands and of early exploratory efforts. 
This means collaborative work can be 
facilitated more rapidly with less over-
head. Flexible coordination structures 
also provide the ability to adapt their 
use to the problem demands.

The resilience demonstrated in 
the earlier example of forming side 
channels to manage high costs of co-
ordination was facilitated by the ease 
with which direct messages could be 
sent or new channels could be spun 
up. Supporting rapid reconfiguration 
into smaller, ad hoc teams enables 
smooth transitions as activity is dis-
tributed across continuously chang-
ing groups of participants. This col-
lection of attributes—adapting to 
changing problem demands, dynam-
ic reconfiguration of resources, and 
smooth coordination—is critically 
important in high-consequence work 
and a prominent feature of groups 
that are skilled at distributed joint ac-
tivity in many domains.

Designing technology that can aid 
these capabilities is a means to control 
the costs of coordination. While many 
of these platforms optimize coordina-
tion costs on one criterion (rapid re-
configuration), ChatOps platforms ex-
act penalties in coordinating with the 
tools themselves. For example, while 
the practice of ChatOps allows trace-
ability that could support bringing new 
responders up to speed, the packed 
message-list format of the tooling is poor-
ly designed to do so.14 Responders com-
ing into an event that is under way must 
scroll through the list of text, searching 
for the relevant lines of inquiry still in 
consideration, key decision points, and 
other important contextual informa-
tion to gain a current understanding of 
the situation.

These seemingly trivial aspects of 
design matter greatly. Think back to 
the tension inherent in high-tempo 
operations when seconds matter and 
expert resources are in high demand. 
Those who are likely to be drawn in to 
join in the response efforts on a ser-
vice outage frequently possess spe-
cialized skills that are often scarce. 
As such, they may not be brought into 
the event until later stages, at which 
time the tempo or propagation of fail-
ure drives a need for taking urgent ac-
tion. Poor design renders ChatOps 
nearly useless as a tool for sensemak-
ing as people come into an evolving 
and increasingly pressured situation.

Coordinating Joint Activity 
Across Humans and Machines
The last subsection shifted the framing 
of controlling the costs of coordination. 
Initially, cost of coordination referred 
to the additional efforts to accommo-
date the tasks and interactions inherent 
in joint activity. In human-human co-
ordination the costs of the interaction 
are borne by both parties, and “invest-
ments” may be made by relaxing indi-
vidual or short-term goals in the service 
of accommodating shared or longer-
term goals. Working jointly distributes 
the costs across the participants. The 
preceding subsection introduced an 
important distinction: Interacting with 
tools and automation skews the costs. 
There are many coordination costs in 
human-machine teaming that go unno-
ticed or are exacerbated by tool design.

For example, the initial expen-
diture of effort to set up tooling de-
signed to aid in various functions of 
anomaly response, such as monitor-
ing or alerting, can be substantial. 
Engineers responsible for assembling 
their own stacks spend considerable 
effort in: assessing the appropriate-
ness of a tool for a given purpose; eval-
uating it relative to their team’s needs; 
considering the technical capabilities 
needed to understand how it func-
tions; learning how it works; main-
taining an accurate mental model as 
new features are added; determining 
appropriate configurations; perform-
ing maintenance to ensure that old 
configurations are removed or up-
dated as demands change; tolerating 
the lack of context sensitivity that can 
result in unnecessary alerting; pro-

viding access and permissions to the 
users on the team; constructing secu-
rity measures to prevent inadvertent 
changes; and making changes and ad-
justments as new tools are integrated. 
(The list could continue.) These are 
all examples of how coordinating with 
machines have costs for their human 
counterparts. If the tool were a hu-
man colleague, the amount of effort 
you would need to expend to ensure 
it remained a relevant team member 
might give you pause; however, this 
fundamental asymmetry that unduly 
burdens the human team members 
with additional costs to compensate 
for the limitations of automation is 
characteristic of current-day human-
machine teams.6,7

A key (and often overlooked) aspect 
of the dynamics of teamwork across 
human-human and human-machine 
networks is the degree to which the par-
ticipants in the joint activity consider the 
goals, workload, and needs of others 
and adapt their actions accordingly.

Recognizing the Dynamics 
of Reciprocity
Choreographing technologically me-
diated joint activity can enable greater 
opportunities for reciprocity when 
the technology is designed to combat 
excessive costs of coordination.17 For 
example, studies of NASA’s space-
shuttle mission control during critical 
events reveals many patterns of effec-
tive joint activity. Of particular inter-
est, many people join in beyond those 
who are titularly responsible. The 
technology that mediates communi-
cation in the control room and back-
rooms facilitates bringing people up 
to speed as they join in from being off 
duty, with low burdens on the people 
currently handling the anomalies.13 
The additional personnel provide di-
verse perspectives, especially as each 
flight controller increasingly focuses 
on his or her scope of responsibility as 
the anomalous situation unfolds. The 
ability to “look in and listen in” has 
been widely documented as a benefit 
to smooth coordination.8,12

It’s not difficult to see the parallel 
between mission control and CDI in 
the rapid escalation in the number of 
stakeholders (other responders, users, 
customer support, management) dur-
ing a service outage. Technologies that 
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enable this and other abilities for joint 
activity in a fully distributed network 
without adding extra burdens provide 
a means for people whose skill, expe-
rience, and knowledge could be useful 
to the event but who have not been ex-
plicitly drawn in can ready themselves 
to assist should the need arise. Being 
current on the event progression, yet 
untethered to specific responsibilities, 
offers an opportunity for reframing 
through fresh perspectives (see Gray-
son article in this issue).

In outlining these three attempts at 
supporting coordination, it’s clear that 
technology both affords lower-cost co-
ordination by supporting adaptive ca-
pacity and exacerbates high-cost coordi-
nation through asymmetrical burdens 
on the human side. In CDI environ-
ments, where technology can be rapidly 
developed and deployed, designs can 
easily add unintended costs for joint ac-
tivity unless the tools are explicitly de-
signed to support coordination.

Conclusion
Coordination remains an integral part 
of large-scale, distributed work sys-
tems, but the lack of coordination de-
sign for joint activity continues to add 
hidden cognitive costs for practitio-
ners. These efforts and load are relat-
ed to the additional work of enabling 
smooth synchronization across multi-
party groupings as the cognitive work 
of anomaly response is completed in 
high tempo, evolving incident scenar-
ios. Recall the opening case, in which 
the escalating incident brought in mul-
tiple, diverse, and distributed perspec-
tives, each with a vested interest in the 
event progression.

Each participant was necessary to 
managing the outage both directly and 
indirectly, and the ChatOps forum en-
abled their participation. Closer exam-
ination across a number of cases, how-
ever, reveals a paradox: The platforms 
themselves both facilitate and hinder 
coordination. The easy formation of 
side channels enables engineers to 
adapt through flexible reconfiguration 
outside of the main response efforts, 
but bringing new responders up to 
speed is made difficult by the structure 
of a packed message-list design.

Some of the common tactics thought 
to control the costs of coordination 
include adopting incident command 

structures, specifically the IC role. Us-
ing collaborative software platforms 
and adopting technologies to aid in 
coordination have been shown in ac-
tual cases to reveal limits and unrecog-
nized implications for cognitive work. 
Nevertheless, all of these areas provide 
opportunities to choreograph smooth-
ly in high-tempo, multi-agent events, 
especially by supporting the ability to 
adapt when the costs of coordination 
climb too high.

Some initial considerations to con-
trol cognitive costs for incident re-
sponders include: assessing coordina-
tion strategies relative to the cognitive 
demands of the incident; recognizing 
when adaptations represent a tension 
between multiple competing demands 
(coordination and cognitive work) and 
seeking to understand them better 
rather than unilaterally eliminating 
them; widening the lens to study the 
joint cognition system (integration of 
human-machine capabilities) as the 
unit of analysis; and viewing joint ac-
tivity as an opportunity for enabling 
reciprocity across inter- and intra-orga-
nizational boundaries.

Controlling the costs of coordina-
tion will continue to be an important 
issue as systems scale, speeds increase, 
and the complexity rises in the prob-
lems faced during anomalies that dis-
rupt reliable service delivery. 
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W E B  P R O D U C T I O N  S O F T WA R E  systems currently 
operate at an unprecedented scale, requiring extensive 
automation to develop and maintain services.  
The systems are designed to adapt regularly to dynamic 
load to avoid the consequences of overloading portions 

of the network. As the software sys-
tems scale and complexity grows, it 
becomes more difficult to observe, 
model, and track how the systems 
function and malfunction. Anomalies 
inevitably arise, challenging incident 
responders to recognize and under-
stand unusual behaviors as they plan 
and execute interventions to mitigate 
or resolve the threat of service outage. 
This is anomaly response.1

The cognitive work of anomaly re-
sponse has been studied in energy sys-
tems, space systems, and anesthetic 
management during surgery.10,11 Recently, 
it has been recognized as an essential part 

of managing Web production software 
systems. Web operations also provide 
the potential for new insights because 
all data about an incident response in a 
purely digital system is available, in 
principle, to support detailed analysis. 
More importantly, the scale, autono-
mous capabilities, and complexity of 
Web operations go well beyond the set-
tings previously studied.8,9

Four incidents from Web-based soft-
ware companies reveal important as-
pects of anomaly response processes 
when incidents arise in Web opera-
tions, two of which are discussed in this 
article. One particular cognitive func-
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es. In hypothesis generation, the goal 
is to broaden the set of hypotheses un-
der consideration as candidate expla-
nations for the pattern of findings and 
avoid premature narrowing. Research 
strongly suggests that diverse perspec-
tives—in the right collaborative inter-
play—help generate a broader set of 
candidates. New events will occur 
while hypothesis exploration is under 
way, and these may reinforce current 
working hypotheses, elaborate on the 
current set of possible hypotheses, or 
overturn the current working hypothe-
sis. The incredible speed of automa-
tion can quickly change the informa-
tion landscape, further complicating 
hypothesis exploration.

Anomaly Response Cases 
in Web Operations
The study under discussion here is 
based on four cases sampled from 
the larger corpus of available cases in 
the database developed by the SNA-
FUcatchers Consortium (https://www.
snafucatchers.com/about-us), a group 
of industry leaders and researchers fo-
cused on understanding how people 
cope with complexity and produce 
resilient performance in the opera-
tion of critical digital services. The 
definition of incident varies among or-
ganizations, though most capture cir-
cumstances around service losses or 
degradations (for example, Huang et 
al.4). The relevant parties and compa-
ny-specific details were de-identified 
for the analysis.

Chat-log files were gathered from 
postmortem records as the primary 
data source for each of the cases. The 
chat logs were either from IRC (Inter-
net Relay Chat) or Slack, depending 
on the main communication technol-
ogy used at the time. The chat logs do 
not directly show the actions of the en-
gineers on the system; they do record 
intention and plans that individuals 
expressed above the line in the pro-
cess of responding to anomalies and 
the noted signals crossing the line.12 
Additionally, the chat operations 
demonstrate the emergence of anom-
alies in the observer’s implied stance, 
given the written updates in the main 
channels. The data records were sup-
plemented with knowledge-elicitation 
sessions with individuals who had di-
rect knowledge of the incidents.

tion examined in detail is hypothesis 
generation and exploration, given the 
impact of obscure automation on engi-
neers’ development of coherent models 
of the systems they manage. Each case 
was analyzed using the techniques and 
concepts of cognitive systems engineer-
ing.10,11 The set of cases provides a win-
dow into the cognitive work “above the 
line”3 in incident management of com-
plex Web operation systems.

It seems easy to look back at an inci-
dent and determine what went wrong. 
The difficulty is understanding what 
actually happened and how to learn 
from it. Hindsight bias narrows the 
ability to learn as it leads an after-the-
fact review to oversimplify the situa-
tion that people faced and miss the real 
difficulties. When Web requests are 
failing and customers cannot access 
content, however, people ask ques-
tions about what is malfunctioning, 
what is the underlying problem driving 
the disturbances observed, or what in-
terventions will mitigate or resolve the 
problems being experienced?

Software engineering consists of 
sense-making in a highly dynamic envi-
ronment with extensive and sometimes 
puzzling interdependencies in a net-
work of systems mostly hidden “below 
the line.” Problems produce effects and 
disturbances that propagate and appear 
distant from the source driving behav-
ior—effects at a distance in highly inter-
dependent processes.7 Observing and 
tracing the behaviors of multiple auto-
mated processes and subsystems is dif-
ficult and ambiguous.

The people engaged in resolving 
the incident bring mental models 
about how the different components, 
functions, and subsystems are inter-
connected and update these models as 
they explore possible explanations. 
Understanding and resolving anoma-
lies can require connecting experienc-
es and knowledge gained from han-
dling multiple past incidents. But no 
models of how the system works are 
identical or complete, so understand-
ing the event requires work to inte-
grate information and knowledge 
across the diverse perspectives. Hy-
pothesis exploration and planning in-
terventions are collaborative process-
es across distributed parties that could 
be all around the world (see Maguire’s 
article in this issue).

What Is Anomaly Response 
and Hypothesis Exploration?
Anomalies come in many forms, though 
the cognitive work of responding to 
them involves a basic set of key func-
tions. An anomaly has two qualities: 
it is abnormal and unexpected, such 
as strangely slow response times for 
loading a home page or high network 
demand during a typically low-traffic 
period in the middle of the night. Rec-
ognizing an anomaly as a discrepancy 
between what is observed and what is 
expected of system behaviors depends 
on the observer’s model of what the 
system is doing in that context. Anoma-
lies are events that require explanation, 
since the current model of the system 
does not fit what is observed.

In other words, anomalies are trig-
gers to generate and explore hypothe-
ses about what is going on that would, 
if true, account for the anomalous be-
haviors.10 Multiple anomalies can 
build up over time as problems propa-
gate through highly interdependent 
networks and as actions are taken to 
counter abnormal behaviors. Anoma-
lies become an unfolding set of unex-
pected findings matched by generating 
an unfolding set of candidate hypothe-
ses to test as potential explanations.

The cognitive work of anomaly re-
sponse involves three interdependent 
lines of activity: anomaly recognition, 
in which practitioners collect and up-
date the set of findings to be explained; 
hypothesis exploration, in which prac-
titioners generate, revise, and test po-
tential explanations that would ac-
count for the findings; and response 
management or replanning, in which 
practitioners modify plans in progress 
to maintain system integrity, mitigate 
effects on critical goals, and determine 
what interventions can resolve the sit-
uation. Each of these is time-depen-
dent and requires revision as evidence 
about anomalies and their driving 
sources comes in over time, remedial 
actions are taken that produce addi-
tional surprising effects, and pressure 
to resolve the situation builds even 
when uncertainty persists.

Given a set of findings to be ex-
plained, hypothesis exploration gener-
ates and tests candidates. Interesting-
ly, research shows that the difficulty of 
hypothesis exploration increases as 
the scale of interdependencies increas-

https://www.snafucatchers.com/about-us
https://www.snafucatchers.com/about-us
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The analysis used process-tracing 
methods.6 Over several iterations, the 
communication logs were analyzed by 
applying a lightweight coding scheme 
based on the cognitive work of anoma-
ly response and macrocognitive func-
tions.5,7 The focus was on several key 
processes, including events; hypothe-
sis generation; model revisions; inter-
ventions; and stance.2 These five as-
pects captured the expectations and 
communication flow of the engineers 
responding to cascading disturbances.

This article focuses on the results 
of hypothesis generation and explo-

ration. The engineers communicate 
active theories to provide direction 
for diagnostic search, as well as 
broadening the hypothesis-explora-
tion space with contributions from 
multiple perspectives. The evolution 
of the hypothesis space is marked 
and laid out diagrammatically (fig-
ures 1–3), featuring activities such as 
adding or ruling out hypotheses; 
findings that support active hypoth-
eses; hypothesis modifications; re-
visiting past hypotheses; mental 
model updates; and points of confu-
sion and uncertainty.

Visualizing the Hypothesis 
Exploration Space
Over the course of the cases, software engi-
neers offered many hypotheses. The 
anomalous signs and signals prompted 
new ideas to emerge, as well as support-
ing the evolution or dismissal of other ex-
planations. The chat channels enabled 
open communication about these hy-
potheses in a collective landscape that 
was theoretically available to all partici-
pants at any time during the incident. 
The parallel cognitive paths were laid out 
for each case to show the diverse patterns 
of action and insight brought to bear.

Figure 1. Collective hypothesis landscape.
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ple online in the predawn hours to di-
agnose the anomalous behavior in 
multiple systems. Increased latency, 
lag, and connection issues are ram-
pant across search, memcache, moni-
toring charts, and the production web-
site. The network connection issues 
are the driving source of the overload, 
though it is not immediately obvious 
to the search and operations engi-
neers. They see the symptoms of the 
network degradation but have limited 
access to trace the underlying issues. 
Their initial hypotheses are tentative 
as they gather more information.

As seen in the top section in Figure 2, 
early action is taken to switch the 
server groups. The hypothesis-explo-
ration space (top portion) is support-
ed by the anomalous signs (middle) 
noted by the engineers in the chat 
logs, as well as the shared interven-
tions and results (bottom). The hy-
potheses eventually converge in this 
case to surpass the relative line to 
commit to a plan of action. Often a 
problem with one half would not af-
fect the nearly identical other half. 
That hypothesis is quickly aban-
doned, however, to follow other 
ideas about what is driving the wide-
spread disturbances.

The top portions of the diagrams, 
exemplified in Figure 1, portray the dif-
ferent hypotheses in the shared land-
scape. Each bubble has a condensed 
version of evidence and proffered con-
clusion. The hypothesis-exploration 
space (top portion) is marked with vari-
ous hypothesis bubbles, which are sup-
ported by the anomalous signs (mid-
dle) and the shared interventions and 
results (bottom). The line of commit-
ment separates the hypotheses that 
were acted upon, though may have 
been proven false or irrelevant depend-
ing on the case. The hypotheses are 
connected, showing both divergence 
and convergence over time. Notably, 
some hypotheses were ultimately dis-
missed (red outline at minutes 15 and 
50) or noted as irrelevant to the matter 
at hand (black outline at minutes 50, 
60, and 70). The line of commitment 
marks a point where action was taken, 
often in spite of uncertainty.

The middle portion of each figure 
supports the upper section with specif-
ic moments of anomalous signs and 
signals. Each marker denotes the time 
since the incident’s start and anoma-
lous state. The bottom portion shows 
interventions and clarifying questions 
the engineers made during the inci-

dent. These actions could be diagnostic 
or therapeutic depending on the case.

Both the signals and the interven-
tions have arrows driving toward single 
or multiple hypotheses in a similar align-
ment to that of representations toward 
above-the-line practitioners, as shown 
in Cook.3 The hypotheses are generated 
above the line and are motivated from 
the anomalies and interactions arising 
from the line of representation.

Next let’s examine two of the case 
studies, in which the narrative of inves-
tigation and mitigation is shown in a 
graphical timeline representation.

A Case of Widespread Latency
Background: two datacenters house 
the databases and servers needed to 
run a website. Backups are periodically 
stored to protect the data if anything 
goes wrong and are kept separately 
within each datacenter. Network pipe-
lines connect the two, as well as con-
necting them to the terminals that the 
software engineers use to sustain the 
site. Little do they know that what ap-
pears to be a reasonable minor change 
will have widespread consequences.

A search engineer is on call when an 
automated alert is triggered. He and 
another engineer gather several peo-

Figure 2. Anomalous signals and representations.
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The top portion of Figure 2 shows 
the evolution of the engineers’ hypoth-
eses as they move from one idea to the 
next. The red ones (dark-outlined hy-
potheses around minutes 15 and 50 in 
the timeline) are disproven, and the 
black are deemed irrelevant to the is-
sue at hand. The two sections below 
note instances of anomalous behavior 
and interventions with shared results, 
respectively. Both groups provide evi-
dence and context for the different hy-
potheses proposed over the course of 
the event. For example, 30 minutes 
have passed, and a few hypotheses 
about the driving problem form. Sever-
al connection errors to search and 
memcache lead a few engineers to con-
clude that memcache’s performance is 
instigating the other issues. At the 
same time, the other engineers debate 
whether a network issue is the actual 
cause of the slowdown.

The effects are widespread and at a 
distance from the real problem with 
no discernible connection. Eventually, 
the engineers track down the deeper 
source of the issue, and their conclu-
sions are supported by a network engi-
neer with greater access to the desired 
metrics. He dismisses the memcache 
theory and explains that the network 
traffic is unusually high within the sys-
tem. The bottleneck is the pipeline de-
livering the backups between the data-

centers, which also carries data vital to 
serving the site’s other main func-
tions. The effects manifest as overall 
slowness because there are almost no 
resources left to continuously facili-
tate functionality other than the back-
ups on the site. The backup process 
fluctuates enough to allow some band-
width to be used by other areas, but 
overall the latency is very high across 
the functions. The need for other parts 
of the system to access the servers 
through the same pathway increases 
the overload of the pipeline, which ef-
fectively breaks the system.

The relay cards delivering the net-
work data across datacenters have no 
throttle to prevent their resource capa-
bility from being maxed out. The con-
duit is normally oversubscribed, 
meaning the inputs could overload the 
pathway multiple times over if used at 
capacity. The resource utilization is 
typically much lower than the theoreti-
cal threshold, so the risk is traded off 
for greater accessibility over a com-
mon route. A physical analogy for this 
case is a pipe that usually has a small 
amount of water flowing through it, 
now being flooded all at once. In this 
case, the other functions are starved 
for bandwidth and cannot adapt to the 
lack of resources.

About an hour in, one engineer re-
calls a recent change to the backup 

structure after the errors mysteriously 
went away. By this point, the hypothe-
ses have pushed past the line of com-
mitment as the engineers have decid-
ed on a course of action. Earlier in the 
week, the backup process had been 
altered to go across the two datacen-
ters rather than staying within each. 
Essentially, the servers are now send-
ing data to the backup servers in the 
other datacenter instead of those 
housed in the same datacenter. Since 
database backups usually occur week-
ly, the system’s performance was not 
impacted until the backup process 
was initiated for the week. The new 
perspective and evidence from the 
network engineer cut through the un-
certainty to establish a clear assess-
ment of the source of the trouble and 
provide the course of action for reso-
lution—reverting to the old backup 
scheme until they can develop one 
that will not overload the system.

A Case of Disappearing Requests
This setup may sound familiar: A group 
of servers including databases and APIs 
are managed by a load balancer. As the 
name implies, the load balancer dy-
namically distributes load or requests 
across the servers that it oversees to 
avoid overloading any particular asset. 
Normally, this process works without 
interference, except this time.

Figure 3. Interventions and results.
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The basic assumption for the 
load-balancer structure is that it will 
not send traffic to a server that is not 
able to handle it. It accomplishes 
this purpose with a health check, a 
short request response verifying that 
the server has available capacity. The 
teeing rules, however, do not auto-
matically have this health check and 
can send requests to a box that 
might not exist. Furthermore, the 
interaction of multiple rules could 
have some influence on this check if 
one set has a valid target while the 
other does not. It is difficult for the 
engineers to estimate the down-
stream impact of the dropped re-
quests for their system’s functions 
and the end users’ experience since 
the fraction of diverted requests is so 
small and invisible to monitoring.

Prior testing rules were not actively 
curated and are left on the machines 
without overt influence over the net-
work traffic flow. A normal testing 
structure is added that inadvertently 
reactivates an older junction rule that 
instead sends traffic to a box that has 
been decommissioned. After this dis-
covery is made, there is still confusion 
as to why the new rule interacted with 
the old one when they should have 
been independent. Hypotheses are 
acted upon without great certainty as 
to the effects, such as removing the 
teeing rules completely. The network 
engineer with the most access and di-
rectability on the load balancer also 
struggles to understand the entangle-
ments that triggered the sinkhole of 
dropped requests. Eventually, a few 
theories emerge as plausible explana-
tions for the apparent zombie rule, al-
though no definitive consensus is 
reached without further testing.

Exploring New  
Hypothesis Landscapes
The groups of engineers in each of 
these cases explored their hypothesis 
spaces in different ways, though both 
had common challenges in reaching 
their incidents’ “conclusions.” The 
true nature of incidents is in the con-
tinual flow of day-to-day operations 
rather than the short duration cap-
tured in a postmortem. Nevertheless, 
the captured cases do show relevant 
patterns such as exploring both nar-
rowly and more broadly.

The first warning signs come from 
a custom email alert by one product 
engineer that there are connection er-
rors to the API servers. The errors are 
intermittent and hard to reproduce 
consistently among multiple individu-
als. The normal alerting thresholds are 
not triggered, so the product engineer 
alerts other knowledgeable engineers 
in operations and infrastructure to as-
sist. No errors are appearing in the typi-
cal logging monitors, which seems very 
strange to the responders. They deter-
mine the connections are not reaching 
the servers but cannot support their hy-
potheses about where the problem re-
sides. One person recalls that a recent 
teeing junction was put in place to test 
certain boxes before adding them to 
production by diverting a small 
amount of traffic to them.

As shown in Figure 3, the software 
engineers decide to remove the testing 
boxes early on, which does not resolve 
the issue. The shared hypothesis space 
(top) in this case features several diver-
gent hypotheses, some of which are 
acted upon and eventually combined. 
The anomalies (middle) are fairly con-
sistent throughout the incident, while 
the interventions (bottom) deal with 
questioning and following different 
lines of inquiry.

Many hypotheses are discussed and 
available to the participants in the 
chat, though it takes revisiting old 
ideas and integrating new ones to 
form any satisfactory conclusions. Al-
though the participants later realize 
that some hypotheses were incorrect, 
the information they discover by fol-
lowing several paths of inquiry evolve 
into other hypotheses.

The initial responders have limited 
access to the load-balancer logs and 
are mainly focused on the application-
level components, without much suc-
cess. A network engineer with load-bal-
ancer access is called in to check on the 
connections and finds an old rule on 
the same cluster of servers in question. 
After removing the rule and the most 
recently added teeing rule, the engi-
neer finds that the errors disappear. 
Together with the infrastructural engi-
neer who implemented the teeing rule, 
they determine that the rules had unex-
pectedly interacted and reactivated the 
old one, which directed requests to a 
box that no longer existed.

Hypothesis 
exploration is 
complicated by the 
interacting effects 
hidden below 
the observable 
monitors. 
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The first case saw the ideas converg-
ing toward a fairly confident plan of ac-
tion. In contrast, the second case had 
hypotheses that the engineers commit-
ted to early on and many divergent 
paths without a clear resolution. Both 
had initial responses that were unsuc-
cessful in accomplishing the desired 
result, but provided additional infor-
mation to direct subsequent hypothe-
ses. Each probe into the system and 
search spurred new ideas to be added 
to the collective hypothesis space.

The engineers in both cases dem-
onstrated a vital skill of interpreting 
data and providing context to the am-
biguous signals. The underlying auto-
mation is opaque, especially when 
performing highly autonomous func-
tions such as distributing network 
traffic in a load balancer. Effects 
emerging at a distance from their 
sources, however, presented in highly 
interpretable ways. Each case demon-
strated a different set of signals ob-
servable to the engineers over the 
course of the incident. Another side 
effect of the interdependent, opaque 
network is masking, which obscures 
the automation-driven functions that 
might be relevant. The diversity of 
pathways through which overload can 
occur and surface is a symptom of the 
complexity of the network, which re-
quires deeper and more informative 
measures for investigation.

Hypothesis exploration is compli-
cated by the interacting effects hid-
den below the observable monitors. 
Limited measurable signals, mask-
ing, and strange loops restrict the hu-
man responders’ abilities to under-
stand the systems and take 
appropriate corrective actions. Time 
also affected the scope of investiga-
tion. Recent changes were given pri-
ority as likely contributors to the cur-
rent issue, even when evidence may 
have supported other explanations.

It is much more difficult to trace 
changes disjointed in time, such as a 
week prior or long-term choices that 
left latent effects waiting to be activat-
ed by specific circumstances. One ma-
jor difficulty in tracing anomalies in 
complex software systems is the sys-
tem’s constant state of change. Hun-
dreds of updates occur each day, vary-
ing in length, though their impacts 
might not be felt until much later as a 

cumulative effect. Current alerting 
platforms often provide localized in-
formation, which can help support fo-
cused hypotheses and also narrow the 
scope of investigation. The responders 
in these cases were hindered by the 
lack of observability into the underly-
ing dynamics of the automation.

The tracings of the hypothesis-ex-
ploration space in this article specifi-
cally reveal unexpected patterns for in-
cident management: there are multiple 
committed hypotheses and interven-
tions above the line; many hypotheses 
are generated in a short time; more ac-
tions and hypotheses are continually 
made after one was committed; and 
the opaqueness and complexity of the 
highly dynamic systems produce ef-
fects at a distance that complicated hy-
pothesis exploration.

The complexity of the system and 
autonomous functions drove investi-
gators to collaborate and explore mul-
tiple hypotheses in responding to the 
anomalies. Diverse perspectives ex-
panded the hypotheses considered 
and beneficially broadened the scope 
of investigation. Explicit comments by 
engineers updating each other’s men-
tal models were frequent in the chat 
logs; this finding supports Woods’ the-
orem on the importance of finding and 
filling gaps in understanding.8

The chartings of hypothesis evolu-
tion also demonstrate the influence of 
a collective idea space via the commu-
nication channel. Early divergence of 
multiple hypotheses led to some tenta-
tive commitments to action, as well as 
ruling out irrelevant contributions. 
The discarded ideas often helped other 
paths gain momentum toward a gen-
eral convergence sufficiently explain-
ing the anomaly. The unique experi-
ences, skill sets, and roles of the 
individual responders contributed to 
resolving the complex challenges.

Ultimately, sharing ideas and in-
vestigating several hypotheses broad-
ened the engineers’ views of the 
problem enough to find reasonable 
solutions. Whether it was a cumula-
tive progression of evidence or eureka 
moments after finding the right mon-
itoring source, the incident respond-
ers were able to intervene and pro-
tect the functionality of the software 
systems. High-reliability continuous 
development and deployment pres-

sures engineers to keep pace with 
change and adapt to constant chal-
lenges. Their hypothesis exploration 
should be supported by the tools they 
use every day because they are already 
solving problems that end users never 
even know about. 
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WHEN BUYING A second-hand car you are at the mercy 
of the dealer. The dealer knows which cars were 
treated well by past owners and which are likely to 
break down within a few months. When buying an 
information security product, the vendor has a better 
idea of how effective the product truly is. In both cases, 
the seller has information the buyer lacks.

Economists refer to this phenomenon as a market 
with asymmetric information. Akerlof1 suggested this 
leads to a “market for lemons” dominated by lower 
quality goods (aka lemons in the case of used cars). 
Consumers cannot differentiate between lemons 
and quality used cars. Akerlof’s model suggests only 
lemons would be sold in such a market.

Car dealers offer warranties to overcome this 
problem. If the used car breaks down within, say, 

six months, the dealer must pay for its 
repair. This discourages dealers from 
selling lemons with lengthy warran-
ties. Consequently, the length of the 
warranty provides information about 
how likely the vehicle is to break down.

Returning to information security, 
vendors have started attaching cyber 
warranties to information security 
products with no additional fee. Will 
cyber warranties better align incen-
tives in the market for information se-
curity products? Or are they marketing 
tricks riddled with coverage exclusions 
hidden in the fine print of the terms 
and conditions?

Might Cyber Warranties Remedy 
the Market for Lemons?
A natural first question to ask is why 
warranties might succeed in address-
ing the market for lemons where oth-
er mechanisms have failed. Akerlof1 
identified possible solutions including 
brand reputation, certification, liabil-
ity laws, and warranties.

Linking brand reputation to the ef-
fectiveness of products is difficult be-
cause they appear to be working until 
an attack succeeds, which happens 
infrequently. Reputation systems are 
further limited by commercial sensitiv-
ity preventing information from being 
pooled across organizations. Vendors 
instead signal quality by speaking at 
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 key insights
 ˽ Because security is often unobservable, 

products are not rewarded in the 
marketplace for being more secure. 
Warranties could correct this 
information asymmetry by signaling 
product quality.

 ˽ Cyber-product warranties provide 
limited coverage for replacing or 
repairing products, whereas cyber-
incident warranties cover the 
consequences of an attack.

 ˽ Terms and conditions vary widely 
across vendors. Prescriptive security 
requirements are more prevalent in 
warranties than in cyber insurance 
policies. 

 ˽ Exclusions convey useful information 
about product limitations to those who 
read the fine print.
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conferences, publishing security re-
search, and through marketing activi-
ties. The latter can lead to (arguably 
deceptive) claims about product func-
tionality that may not reflect reality.

External experts could certify the ef-
fectiveness of the product. Past history 
shows certification firms face incen-
tives to skimp on assessment. A frame-
work for certifying computer systems 
as secure “motivated the vendor to 
shop around for the evaluation con-
tractor who would give his product the 
easiest ride.”2 Even if such incentives 
were overcome, there are difficulties in 
using laboratory experiments to estab-
lish real world security.

Liability laws could shift the costs 
of an ineffective product back onto 
the vendor. This might incentivize ven-
dors to create more effective products 
and even force firms selling ineffective 
products out of the market. However, 
the resistance to software liability is 
well documented.3,4 To prove vendors 
liable for creating a defective product, 
the product in question must be shown 
to have caused the injury. Establishing 
such proximate cause is fiendishly dif-
ficult, given the constellation of secu-
rity controls employed by firms.

So why might cyber warranties suc-
ceed where other approaches have 
failed? Certification incurs large up-

front costs regardless of effectiveness, 
whereas warranties only incur a cost 
when the product fails to mitigate an 
attack. Consequently, vendors with 
more effective products incur less cost 
in offering warranties. The barriers to 
adoption can be overcome by individ-
ual firms unilaterally offering warran-
ties—courts need not assign liability 
nor governments pass legislation.

This article evaluates three view-
points on the role of warranties. The 
theoretical view argues cyber warran-
ties can align incentives and fix a dys-
functional market, as put forward in 
Woods and Simpson.5 A skeptical view 
characterizes cyber warranties as mar-
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(denoted IRWP). None of the warranties 
(I or P) cover regulatory fines or third-
party liability. The amount of coverage 
ranged from $10,000 to $5,000,000 de-
pending on the size of the buyer.

Obligations on the buyer can be clas-
sified into install-time, ongoing and 
post-incident. Ongoing and install-time 
obligations are most common. The ma-
jority (denoted V in the table) use vague 
terms like proper maintenance and op-
eration without a concrete definition for 
what this entails. However, some war-
ranties are exceptions in providing pre-
scriptive obligations (denoted P). These 
vendors tend to offer higher limits. For 
example, one vendor requires a “differ-
ential security analysis” whenever the 
buyer modifies software covered by the 
warranty. Another vendor requires the 
client to relinquish write access to the 
product and allow the vendor to config-
ure security functions like the whitelist. 
Post-incident obligations concern when 
and how the client must notify the ven-
dor after discovering the incident.

There is significant diversity in 
terms of what cyber-incident warran-
ties exclude. For example, a back-up 
provider excludes “any breach due to 
weak or stolen credentials” or denial 
of service. A monitoring product ex-
cludes breaches that are not a result of 
Advanced Persistent Threat (APT) activ-
ity. A firm offering source code review 
excludes coverage if the attack results 
from unknown vulnerabilities, defined 
elaborately using the Common Vulner-
abilities and Exposures (CVE) database 
and a list of 122 known vulnerabilities.

Consumers might worry about the 
vendor’s ability to fund the indemnity 
payment. Some cyber-incident war-
ranties were backed by insurance. For 
example, one vendor claimed to be 
“underwritten by an A-rated, interna-
tionally known insurance carrier.” A 
different vendor suggested their rela-
tionship with insurers meant purchas-
ing the product “could result in better 
terms on cyber insurance.”

Our corpus represents close to the 
population of cyber-incident warran-
ties while only comprising a sample 
of cyber-product warranties. The 
latter are predominantly offered by 
firms selling physical devices to be 
deployed in the buyer’s network. The 
corresponding warranties are less di-
verse and less likely to be announced 

keting tricks offering little meaningful 
coverage to the buyer. The conciliatory 
view holds that while warranties do not 
significantly change the incentive to 
invest, they do prevent vendors from 
overexaggerating the functionality of 
products. Which viewpoint best de-
scribes reality can be answered empiri-
cally by inspecting the terms of the war-
ranties, which we undertake next.

What Do Cyber Warranties Cover?
We searched for combinations of the 
terms “warranty,” “indemnity,” “in-
formation,” “security,” and “cyber” 
using a popular search engine. We 
stopped when further results revealed 
no new warranties attached to informa-
tion security products. Some vendors 
provide a description of the warranty 
without the actual contract, we includ-
ed these descriptions in our corpus if 
they were detailed enough for our pur-
poses. This resulted in a corpus of 15 
warranties attached to information 
security products.

Inductive analysis identified cover-
age, obligations, and exclusions as the 
main components of the warranties. 
Coverage describes which costs the ven-
dor will indemnify and the total indem-
nification limit. Obligations describe 
what the buyer must do for the warranty 
to be valid. Exclusions describe which 
circumstances invalidate coverage.

Consumers should first ask whether 
the product comes with a product or 
incident warranty. Of the 15 warran-
ties, two-thirds were only triggered by 
defective hardware or software. We 
will call these cyber-product warranties 
from now on, denoted by P in the table. 
Cyber-product warranties offer to re-
pair or replace the product, denying 
coverage for first- or third-party costs 
resulting from an attack.

Cyber-incident warranties (denot-
ed by I in the accompanying table) 
cover the consequences of an attack. 
The firms offering cyber-incident war-
ranties sell intangible products and 
services like source code review, net-
work monitoring, or back-up services. 
Four of the five cyber-incident warran-
ties in our sample covered first-party 
costs like notifying customers and hir-
ing consultants for forensic investiga-
tion, public relations or legal review. 
One vendor explicitly covered ran-
somware payments and nothing else 

The conciliatory 
view holds that 
while warranties 
do not significantly 
change the 
incentive to invest, 
they do prevent 
vendors from  
overexaggerating 
the functionality  
of products. 
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tricks either. The most valuable feature 
of warranties is in preventing vendors 
from exaggerating what their products 
can do. Consumers who read the fine 
print can place greater trust in market-
ing claims so long as the functionality is 
covered by a cyber-incident warranty. 
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publicly. This can be contrasted with 
cyber-incident warranties, which are 
announced publicly to generate cover-
age from security reporters.

Looking Forward
Warranties must transfer non-negligi-
ble amounts of liability to vendors in 
order to meaningfully overcome the 
market for lemons. Our preliminary 
analysis suggests the majority of cyber 
warranties cover the cost of repairing 
the device alone. Only cyber-incident 
warranties cover first-party costs from 
cyber-attacks—why all such warranties 
were offered by firms selling intangible 
products is an open question. Con-
sumers should question whether war-
ranties can function as a costly signal 
when narrow coverage means vendors 
accept little risk.

Worse still, buyers cannot compare 
across cyber-incident warranty con-
tracts due to the diversity of obligations 
and exclusions. Ambiguous definitions 
of the buyer’s obligations and excluded 
events create uncertainty over what is 
covered. Moving toward standardized 
terms and conditions may help con-
sumers, as has been pursued in cyber 
insurance, but this is in tension with 
innovation and product diversity.

The scope of the product drives war-
ranty terms and conditions. The source 
code review firms are reasonable in 
only indemnifying losses resulting 

from known vulnerabilities with a cor-
responding CVE number, which pro-
tects the vendor from incurring costs 
from zero-day attacks. Exclusions like 
the monitoring firm only indemnifying 
losses resulting from AdvaPT activity 
are less reasonable given non-APT at-
tacks are presumably easier to detect 
and much more common.

Warranties with many obligations 
and exclusions at least communicate 
the attached product’s limitations. 
Prescriptive ongoing obligations from 
end-point protection firms demon-
strate how security is about more than 
just buying the right product. In fact, 
the expertise of security professionals 
is so important that one firm invali-
dates coverage unless the buyer relin-
quishes write access to the platform.

Theoretical work5 suggests both the 
breadth of the warranty and the price 
of a product determine whether the 
warranty functions as a quality signal. 
Our analysis has not touched upon the 
price of these products. It could be that 
firms with ineffective products pass 
the cost of the warranty on to buyers 
via higher prices. Future studies could 
analyze warranties and price together 
to probe this issue.

In conclusion, cyber warranties—
particularly cyber-product warranties—
do not transfer enough risk to be a mar-
ket fix as imagined in Woods.5 But this 
does not mean they are pure marketing 

Watch the authors discuss 
this work in the exclusive 
Communications video. 
https://cacm.acm.org/videos/
cyber-warranties

Examining the details within cyber warranties.

Description Contract Coverage Type Coverage Amount Install time Ongoing Post-incident

Routers Y P Repair or Replace V

Access control Y P Repair or Replace V Y

Security tokens Y P Repair or Replace P

Network management Y P Repair or Replace

End-point protection Y P Repair or Replace V Y

Network architecture Y P Repair or Replace V V

Various products N P Repair or Replace V

Firewalls Y P Repair or Replace V

Routers Y P Repair or Replace V V

Firewalls Y P Repair or Replace V V

Source code review Y I $5,000,000 V 30 days

Back-up services Y I $10,000/$50,000 V P 30 days

End-point N I $100,000/$500,000/$1,000,000 P

Monitoring Y I $1,000,000 or 2x License fee V V

End-point protection N IRWP $1,000,000 or $1,000 per end-point

Columns refer to: a description of the vendor, whether we have the actual contract (Yes (Y) or No (N)), 
the type and amount of coverage offered and whether there are obligations (Vague (V) or prescriptive 
(P)) for install time, ongoing, or post-incident.

mailto:daniel.woods@uibk.ac.at
mailto:tyler-moore@utulsa.edu
https://cacm.acm.org/videos/cyber-warranties
https://cacm.acm.org/videos/cyber-warranties
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UN TIL THE DISCOVERY of the Antikythera Mechanism, 
astrolabes were often considered the earliest analog 
mathematical devices. Such complex gearwork as in 
this astronomical calculator, however, only appeared 
(again) much later, especially in medieval clockworks. 
Leonardo da Vinci (1452–1519) knew gears, as his 
drawings show. Heron of Alexandria (1st century) 
used cogwheels for his pantograph. The construction 
of analog measuring and drawing instruments (for 
example, sectors, proportional dividers, compasses) 
and logarithmic circular and cylindrical slide rules was 
comparatively simple. Planimeters and (mechanical) 
differential analyzers were sophisticated. The first 
mechanical calculating machines were invented in 
the 17th century (Wilhelm Schickard, Blaise Pascal, 
Gottfried Leibniz). These digital devices required 
stepped drums, pinwheels, and accumulators. In the 
second half of the 20th century there was a competition 
between electronic analog computers and electronic 
digital computers.

This article is not about new 
groundbreaking insights. Rather, it 
presents an overview of decades of ef-
fort and different views. The review is 
not aimed at experts, but at computer 
scientists who are interested in the 
history of technology.

Some consider the Antikythera 
Mechanism (see Figures 1–14)—an 
astronomical calculator—as the 
world’s first analog calculator. This 
article is based on an international 
survey among the leading special-
ists for the Antikythera Mechanism 
and an adaptation of a chapter of the 
book on the history of computing by 
the author and its English transla-
tion.3,4,5 For more explanation, see 
the sidebar “Structure of the Antiky-
thera Mechanism.”

It is not easy for most laypeople to 
understand the movements of the ce-
lestial bodies. The structure of the Me-
tonic dial “was very unusual, having 
two distinct centers. We will call one of 
them the axial center because this was 
the location of the axle or arbor bear-
ing the dial’s pointer … On the right 
side of the plate, a series of five con-
centric semicircular slots … were cut 
through the plate. On the left side was 
another series of five concentric semi-
circular slots, centered on the second-
ary center.17 (To learn more about the 
structure, the astronomical functions, 
and the details of the gearing, see Sei-
radakis,19 Edmunds,9 and Freeth.14)

Astrolabe, Planetarium,  
or Calendar Calculator?
For a long time, the purpose of the 
Antikythera Mechanism—a bronze 

The 
Antikythera 
Mechanism

DOI:10.1145/3368855

The discovery of this calculating machine 
is so significant that part of the history 
of ancient technology must be rewritten.

BY HERBERT BRUDERER

 key insights
 ˽ We do still not yet know who constructed 

the Antikythera Mechanism and where 
it was made.

 ˽ It seems unlikely the great Greek  
scientist and engineer Archimedes 
invented the Antikythera Mechanism, 
but he may well have contributed to 
the development of such mechanisms.

 ˽ There must have been a long tradition 
in building such complex astronomical 
gear works.

http://dx.doi.org/10.1145/3368855
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gearwork in a wooden case—was un-
known. Was the approximately 32cm–
33cm high, 17cm–18cm wide, and at 
least 8cm deep, shoe-box sized device 
an astrolabe, a planetarium, or a cal-
culator?

This question has been resolved 
today, unlike many others. It is an as-
tronomical calculating machine. The 
device determines the approximate 
position of the sun, the moon and—
as can be inferred from the texts on 
the device—possibly the (five then 
known) planets and serves as a cal-
endar. It predicted or described solar 
and lunar eclipse possibilities based 
on the Saros cycle and calculated the 
phases of the moon. The machine 
also showed the data for the four Pan-
hellenic games (the Isthmia, Olym-
pia, Nemea, and Pyhtia) as well as the 
minor Naa of Dodona and Halieia of 
Rhodes. The scales are concentric 
on the front. The major cycles of the 
back (Metonic and Saros dials) were 
spiral-shaped. Greek (astronomical 
and technical) texts were found on the 
covers of both sides of the device. Al-
most certainly the machine contains 
over 40 individual gears (including any 
plausible reconstruction of the lost 
planetary gearwork). The fixed pro-
grammed calculator was presumably 
operated by a lateral knob or a crank. 
The development of such astronomi-
cal instruments apparently began in 
the 3rd century B.C. The mechanism 
is so mature that it can hardly be a 
unique device. In the history of cul-
ture, technology, and science, gear-
works are of outstanding importance. 
Such complex constructions only re-
appear in Europe with the astronomi-
cal tower clocks in the 14th century, 
more than 1,000 years later. The An-
tikythera Mechanism is probably the 
world’s the first analog calculator. 
Alexander Jones of New York University 
believes the device was designed pri-
marily for educational and philosophi-
cal purposes. It certainly was good for 
demonstrations. For astronomers it 
was probably too imprecise, and un-
suitable for navigation.

Figure 1. The complex astronomical calculator, over 2,000 years old, was discovered 
in 1901 in the sea off the Greek island of Antikythera. The discovery of the mysterious 
technological marvel was a big surprise. It is still unknown where the device was 
manufactured and who invented it. The opinions about its age vary by about 120 years. 
There are numerous physical and virtual replicas. Research groups from Greece, the 
U.K. and the U.S. are trying to elicit the last secrets from the device. The Antikythera 
mechanism and the astrolabes are considered to be the first analogue calculators  
(courtesy of National Archaeological Museum, Athens/Costas Xenikakis).

Figure 2. The front of the Antikythera 
Mechanism shows seven hands (sun, 
moon, five planets) and a double ring 
scale (outside: Egyptian calendar, inside: 
zodiac). At the top and bottom of the 
digital model is the Parapegma inscription 
(courtesy of Hublot, with data from the 
Antikythera Mechanism Research Project).

Figure 3. The rear side of the mechanism 
(digital reconstruction) has two spiral 
scales. Above: Metonic cycle with display 
of the Callippic cycle (restored) and the 
Panhellenic games; below: Saros cycle for 
eclipses and Exeligmos cycle (courtesy 
of Hublot, with data from the Antikythera 
Mechanism Research Project).
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Why astronomical calculators have 
rarely survived? The bronze gears of 
the Antikythera Mechanism were only 
2mm thin. This fine, fragile construc-
tion may explain why hardly any devic-
es have survived. Metal was precious 
and was therefore recycled. These 
devices were not gold-plated artifacts 
with precious stones.

The Antikythera Mechanism Research 
Project. In 2005, an international re-
search community called Antikythera 
Mechanism Research Project was 
founded. It is mainly made up of ex-
perts from the fields of astronomy, 
physics, astrophysics, mathematics, 
engineering, history of technology and 
science, archaeology, and classicists. 
For further information, see http://
antikythera-mechanism.gr.

When was the astronomical cal-
culator found? The Ionian island of 
Antikythera, originally called Aigila, 
is located between the Peloponnese 
peninsula and Crete, opposite Ky-
thera (hence Antikythera). The ship-
wreck was found by sponge divers in 
1900. The Antikythera Mechanism 
came to light in the summer of 1901 
(probably July). Dives were also car-
ried out in 1953, 1972, and several 
since 2012 up to the present year. 
The mechanism is only partially pre-
served and consists of 82 damaged 
fragments. Fundamental investiga-
tions have only been carried since the 
1950s. Tomographic methods were also 
used for this purpose.

When did the ship go down? As can 
be seen from the finds of coins and 
amphorae, the ship sank between 70 
B.C. and 50 B.C. This date period is 
generally accepted. “Around 60 B.C., 
a ship was wrecked of the northeast 
coast of a small island called Aigila in 
the straits between Crete and the Pelo-
ponnese … The exact character of the 
ship is not known, but it was probably 
a large merchant vessel, perhaps about 
40 meters long.”17 The vessel may have 
been on its way from Asia Minor to 
the western Mediterranean. Perhaps 
the sail freighter was about 10m wide 
and could load 250 tons. The cargo in-
cluded silver and bronze coins dating 
between 85 B.C. and 60 B.C.

When was the ship built? Accord-
ing to the 2010 radiocarbon analyses 
by Andrew Wilson (University of Ox-
ford), the wood used for shipbuilding 

Front
middle

 ˲ two concentric dials
 ˲  sun pointer for the movements of 
the sun

 ˲  moon pointer for the movements of 
the moon and for the moon phases

 ˲ probably five planetary hands

outer dial
 ˲ Egyptian calendar
 ˲ 365 days
 ˲  12 (Egyptian) months with 30 days + 
5 additional days

inner dial
 ˲ zodiac

Rear
above

 ˲  dial with the Metonic cycle (19 
years) (Metonic spiral)

 ˲  235 lunar months: 125 months 
with 30 days and 110 months with 
29 days

inside this dial:
 ˲  probable dial with the Callippic 
cycle (76 years)

 ˲  dial with Panhellenic, Naa, and 
Halieia games (four quadrants)

below
 ˲ dial with the Saros cycle
 ˲ 223 lunar months (around 18 years)
 ˲  glyphs indicating solar and lunar 
eclipses

inside this dial:
 ˲ Exeligmos cycle (54 years)
 ˲ 669 lunar months

Annotations
The concentric dial on the front side 
had several pointers, the four or five 
dials on the back side had one pointer 
on each. The Metonic and the Saros 
cycles were spirals, the other cycles 
of the back face were circular dials. 
The Antikythera Mechanism skillfully 
determines which months have 29 or 
30 days. The star calendar (parapegma) 
is written on the front of the case. The 
dial with the Callippic cycle (76 years)  
is not actually preserved. The version  
of the Egyptian calendar represented 
on this dial assumed a constant 
calendar year of 365 days. There 
were no leap days. For this reason, 
the Egyptian calendar scale was 
manually adjustable to allow different 
alignments with the Sun’s apparent 
motion through the zodiac.

Structure  
of the  
Antikythera 
Mechanism

Figure 4. Computer-aided simulation of the 
front side by Tony Freeth (courtesy of Tony 
Freeth, Images First Ltd., London).

Figure 5. The Swiss clockmaker Ludwig 
Oechslin built a replica with sun and 
moon pointers, but without the presumed 
planetary hands (courtesy of Ochs und 
junior AG, Lucerne).

http://antikythera-mechanism.gr
http://antikythera-mechanism.gr
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is estimated (with a probability of 
84.8%) to have been cut between 211 
B.C. and 40 B.C. This can be seen from 
the new calibration curves of radiocar-
bon dating (C-14 method, 14C meth-
od).7 Since wooden ships do not last 
indefinitely long and are not perma-
nently seaworthy, the boat is likely to 
have been manufactured at the earliest 
a few decades before the shipwreck.

When was the astronomical calcu-
lator built? Opinions on the year of 
manufacture of the astronomical cal-
culator vary widely. The estimates range 
from 205 B.C. to 50 B.C. Christián 
Carman, James Evans, and Tony Freeth 
assume a production approximately 
205 B.C. Michael Edmunds, Paul Iversen, 
Alexander Jones, and Michael Wright 
however believe in a much later pro-
duction at a time when the ship was 
much closer to sinking.

Michael Edmunds from the Uni-
versity of Cardiff writes: “The present 

best estimate of its construction date 
is around the middle of the range 150 
B.C.—60 B.C.—although a date as 
early as early as 220 B.C. is not com-
pletely ruled out.”7 The astrophysi-
cist adds: “My preferred period is 140 
B.C.–70 B.C. But there must have been 
earlier, probably simpler versions. So, 
one would guess that similar mechani-
cal devices might date from 200 B.C. 
or maybe 250 B.C.”7 According to Ed-
munds, there are references in the lit-
erature mentioning that astronomical 
devices were made or at least known 
from 250 B.C. to at least 500 A.D.

The historian of science and clas-
sicist Alexander Jones writes in this 
context: “We are obviously a long way 
from being able to put together a co-
herent story of the evolution and even-
tual degeneration of the ancient tradi-
tion of astronomical mechanisms, but 
there is enough evidence to suggest 
that complex and scientifically ambi-

tious mechanisms were being made at 
least through the three centuries from 
about 100 B.C. to A.D. 200, and that 
the people who were most likely to en-
counter them were mechanicians, phi-
losophers, and scientists.”17

Paul Iversen from Case Western 
University, Cleveland, believes in a 
late production of the Mechanism: “I 
would say the Mechanism was manu-
factured soon before the shipwreck 
of about 70 BCE–50 BCE, but in any 
case, probably not more than one 
generation, or about 100 BCE at the 
earliest.”16

Jones shares a similar opinion: “A 
far simpler hypothesis, however, is 
that the Mechanism was made some-
where around the Aegean not long 
before the shipwreck and was on its 
way to its intended home by a route 
that would next have proceeded up 
the Adriatic toward, say, Brundisium, 
stopping somewhere along the way 

Figure 6. Digital reconstruction by Tony Freeth: on the left the front side with the two concentric scales and seven pointers, on the right the 
back side with the spiral scales, among others for the display of solar and lunar eclipses (courtesy of Tony Freeth, Images First Ltd., London).
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displays drew on old information.”20

The physicist Wright, however, re-
jects the assumption the instrument 
was new when the ship sank. Part of 
the device was mechanically confused. 
He writes: “I think it very unlikely that 
the instrument was very old at the time 
because I think it simply would not 
have lasted very long without being de-
stroyed by use and handling. I suggest 
that it was probably built with a genera-
tion or so of its loss; that is, within a few 
decades of 100 B.C.20

to deliver part of the cargo. Occam’s 
razor thus makes it probable that the 
Mechanism was commissioned by 
someone who lived in or near Epirus in 
the first half of the first century B.C.”17

Jones adds: “I argued that the ar-
cheological context favors the hypoth-
esis that the Mechanism was new 
when it was lost in the wreck, because 
otherwise it becomes difficult to ac-
count for the presence of an antique 
object that was manifestly made for a 
locality west of the Aegean in a cargo 

originating in the Aegean and destined 
for points west.”17

Michael Wright (formerly of the 
Science Museum, London): “There is, 
however, no good argument for sug-
gesting that the instrument was de-
signed that early [205 B.C.] and there 
is a counterargument that the sev-
eral displays were adjusted to mutual 
agreement in a way that could not have 
been done before the latter half of the 
second century B.C. The most likely ex-
planation is that the designer of these 

Figure 7. The replica from Thessaloniki is equipped with a cover on both sides in contrast 
to other real and digital replicas (courtesy of 3D Solidforms, Thessaloniki).

Figure 8. A view into the complex gearing of 
the replica of Thessaloniki (courtesy of 3D 
Solidforms, Thessaloniki).

Figure 9. This illustration shows the front side of the 
reconstruction by Markos Skoulatos and is fully functional 
(courtesy of Markos Skoulatos).

Figure 10. The illustration shows the rear side of Skoulatos‘ model. 
The transparent model allows one to follow the functioning of the 
mechanism (courtesy of Markos Skoulatos).
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The physicist James Evans from the 
University of Puget Sound, Tacoma, 
WA, tends to assume an early produc-
tion: “The eclipse predictor best fits 
an 18-year Saros cycle that started in 
205 B.C. One or two Saros cycles later 
would also work, though with some-
what larger errors. Of course, we can-
not rule out the possibilty that it was 
built considerably later but using an 
out-of-date eclipse cycle.”11

London-based Tony Freeth, on the 
other hand, assumes a construction 
around 205 B.C.: The prediction of 
the solar and lunar eclipses is based 
on the Saros cycle. The display on the 
back of the mechanism is intended to 
allow the determination of its age.13

According to Christián Carman and 
James Evans, the eclipse dial works 
best when the full moon of the first 
month of the Saros cycle reaches May 
12, 205 B.C.6

If the astronomical calculator had 
been manufactured by Archimedes 
during his lifetime, it would have been 
approximately 150 years old when the 
ship sank. Such an early production 
does not seem very plausible.

Where was the mechanism 
made?  The origin of the mecha-
nism is unknown. Sicily was once 
thought to be the place of produc-
tion, current thinking puts Rhodes 
as the likely location.

Possibilities include Alexandria, 
Pergamon, Syracuse and Rhodes. Syra-
cuse had the advantage of any heritage 
left by Archimedes, but the problem 
that it was sacked in at the time of 
his death in 211 B.C., although some-
thing may have remained. The best 
candidate must be Rhodes, a port at 
which the Antikythera ship had called 
(judged by some of its cargo) not long 
before its wreck. Rhodes was a highly 
technological naval center around 100 
B.C. with a fine bronze industry and 
an astronomical tradition. It is also 
one place where we know that a simi-
lar contemporary device was reputedly 
made and seen.”16

Edmunds adds that the star calen-
dar (Parapegma) on the wheels cor-
responds to the geographical latitude 
of Rhodes and that Cicero had seen a 
comparable device on Rhodes in the 
first century B.C.8

The classicist and epigrapher Iversen 
contends the computer was most 

Figure 11. Markos Skoulatos and Georg Brandl also created a digital model, operated via  
a portable computer or a smartphone (courtesy of Markos Skoulatos and Georg Brandl).

Figure 12. This picture shows the help menu for the front side (courtesy of Markos 
Skoulatos and Georg Brandl).

Figure 13. This picture shows the help menu for the rear side (courtesy of Markos 
Skoulatos and Georg Brandl).
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jects that may be described in similar 
language. The Greek word sphaira (or 
Latin sphaera) may refer to an astro-
nomical mechanism but was also ap-
propriate for a simple globe.”17

The star calendar is also associated 
with the Greek author Geminos, who 
presumably lived in the 1st century.

The mathematician Freeth, on the 
other hand, assumes the original form 
of the astronomical computer origi-
nated from Archimedes. This famous 
scholar, who died in 211 B.C., lived 
in the Corinthian colony in Syracuse. 
According to Cicero, the great Greek 
scholar is said to have made such an 
instrument. The sophisticated state of 
the mechanism was a surprise. Until 
the discovery of Price, nothing com-
parable was known in ancient Greek 
technology. Freeth writes: “I personally 
think it is likely that the original design 
came from Archimedes and he started 
the tradition of making these devices. 
The Antikythera Mechanism is simply a 
later version of the Archimedes design. 
But there is little hard evidence. … The 
sophistication of the mechanism, when 
uncovered by Price, was astonishing, 
given what had previously been known 
about ancient Greek technology.”13

According to Wright, however, 
the mechanism of Archimedes was a 
completely different device, namely a 
mechanical celestial globe. The Eng-
lish man, who also works as a me-
chanic, has reconstructed it. Cicero, 
who reported in De Re Publica (book 
1, 54 B.C–51 B.C.) and in Tusculanae 
Disputations (book 1, 45 B.C.) on the 
“sphaera” of Archimedes, has lived, 
however, over 100 years later than the 
outstanding Sicilian researcher.

Kyriakos Efstathiou (University of 
Thessaloniki) suggests that at this 
time one of the most important 
Greek astronomers, Hipparchos, 
lived in Rhodes. Many researchers 
believed he, his disciple Poseido-
nios, or someone from the astrono-
my school there could be considered 
the creator of the mechanism.10

The most convincing assumption 
is the Antikythera Mechanism comes 
from the surroundings of Poseidonios. 
The stoic philosopher had no astro-
nomical or craft skills himself. There 
are obviously close relations between 
the Mechanism and Hipparchos as 
well as Geminos.

likely to be manufactured in Rhodes 
for several reasons:16

 ˲ The games of Halieia, played in 
honor of the sun god, appear beside 
the Panhellenic games on the back of 
the device. The Halieia are mostly at-
tested only on Rhodes or the territory 
it controlled on the mainland opposite 
the island known as the Rhodian Per-
aia. They are mentioned in the Doric 
not Attic-Ionic dialect, the latter of 
which is customary on the rest of the 
Mechanism. Dorian halios means sun.

 ˲ We know from writings that such 
devices were manufactured in Rhodes 
at the time of the shipwreck. This is 
evidenced by writings written during 
this period. Cicero describes such a 
machine built by his teacher, Poseido-
nios. This scholar lived on Rhodes. At 
this time, Geminos, who in his treatise 
explains the astronomical theory un-
derlying the gearwork, probably also 
worked on this island.

 ˲ In the 1st century B.C., around 
the time of its demise, the island of 
Rhodes was a center for astronomy.

 ˲ The astronomers of Rhodes used 
the Attic-Ionic dialect in the 1st centu-

ry. On the island, a single inscription 
written in this scientific language 
was found.

 ˲ The alphabetical lists of the annu-
al astronomical events (for example, 
solstice, equinox) for the sun and the 
fixed stars (Parapegma) contained on 
the front of the Mechanism are best 
for the northern latitudes 33.3 to 37.0 
and thus for Rhodes. However, they do 
not apply to Epirus (Western Greece) 
or Alexandria.

Iversen considers it unlikely that 
Archimedes built the device, because 
it makes use of certain findings on the 
movement of the sun and moon, which 
are attributed to Hipparchos (around 
150 B.C.). For example, Poseidonios or 
an employee of his school could be 
considered as the creator. The custom-
er is likely to be from Epirus due to the 
epirotic calendar (Metonic spiral).16

Cicero mentions in De Natura Deo-
rum, book 2, (45 B.C.), the “sphaera” 
of Posidonius. The word “sphaera” 
(Greek sphaira) has several meanings: 
“We need to be careful to distinguish 
mechanized planetaria from certain 
other concepts and categories of ob-

Figure 14. One of the 48 models designed by two Chinese researchers for the design of the 
Antikythera Mechanism. Above are shown the hands for sun, moon and five planets, below 
four astronomical cycles and the course of the Panhellenic games (courtesy of Jian-Liang 
Lin and Hong-Sen Yan).
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Rebuilds
There are numerous real replicas 
(reconstructions) of the Antikythera 
Mechanism and some virtual models 
(simulations). Among the best known 
real (that is, physical) replicas were 
the devices of Ioannis Theofanidis 
(Greece, 1934), Derek de Solla Price 
and Robert Deroski (U.S.), Allan Brom-
ley and Frank Percival (Australia), John 
Gleave (U.K.), Michael Wright (U.K.) as 
well as John Seiradakis and Kyriakos 
Efstathiou (Greece). Further mod-
els have been produced by Dionysios 
Kriaris (Greece), Massimo Vicentini 
(Italy), and Tatjana van Vark (Nether-
lands). However, some replicas are 
not operational and differ from the 
original design. 3D Solidforms sells 
the devices developed in cooperation 
with the Aristotle University of Thes-
saloniki. Markos Skoulatos and Georg 
Brandl (Germany) have built new real 
and virtual replicas.

Digital replicas are available, for 
example, from Tony Freeth (U.K.). 
In Switzerland, the Mechanism was 
also reconstructed, for example by 
Ludwig Oechslin (formerly Interna-
tional Watch Museum in La Chaux-
de-Fonds). Matthias Buttet created 
for Hublot SA, Nyon VD a watch that 
incorporates the functions of the Anti-
kythera Mechanism.

The most important (real) repli-
cas are the reconstructions of Mi-
chael Wright and the Antikythera 
Mechanism Research Project (2006). 
Wright, the leading model maker 
of Antikythera Mechanism, justly 
points out that a computer-generated 
3D image does not have the same per-
suasive power as a physical model. In 
the artificial world there is neither 
mass, inertia, force, friction, nor elas-
tic or inelastic deflection. Questions 
of material strength and wear proper-
ties are excluded.

The physicist Markos Skoulatos of 
the University of Technology in Mu-
nich designed a real reconstruction 
and then followed with a digital mod-
el, developed together with the physi-
cist Georg Brandl. The mechanical re-
construction exhibits less friction and 
the virtual model high accuracy.

Is the Antikythera Mechanism 
an Analog Device?
The (non-programmable) mechanism 

of Antikythera is sometimes called the 
world’s oldest analog “computer.” The 
gear trains refer to the orbits of the 
planets. Due to this similarity, the me-
chanical calendar computer appears 
as an analog device. In addition to the 
input, the output of this machine is 
also analog: the dials (scales) and the 
continuously rotating hands.

However, the calendars are calcu-
lated digitally. The number of teeth on 
the gears is always an integer. The ratio 
between two gears is always a rational 
number. These relations reflect the 
celestial movements, for example, in 
the Metonic cycle (x cycles in y years, 
where x and y are integers). Rational 
numbers are numbers that can be rep-
resented as a quotient of two integers. 
In addition to the number zero, this 
includes all (positive and negative) 
whole and fractional numbers.

The display is analog, but the gear-
work operates digitally. Most research-
ers regard the astronomical marvel as 
an analog device. However, it can also 
be understood as a mixed calculator. 
Astronomical clocks are also hybrid, 
as are digital clocks with analog dis-
play. A numerical display is more pre-
cise than analog pointers but less com-
fortable to read.

For further explanations see Com-
putation and its Limits by P. Cockshott, 
L.M. Mackenzie, and G. Michaelson 
(Oxford Press 2012).

Conclusion
The current state of research can be 
summarized as follows: The Antiky-
thera Mechanism, discovered in 1901, 
was lost about 60 B.C. when a Roman 
merchant ship sank in the Mediterra-
nean Sea. The complex astronomical 
calculator was probably built on the 
island of Rhodes near the Greek phi-
losopher Poseidonios. The client for 
the teaching material seems to be a 
person in northwestern Greece.
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through provably fair political redis-
tricting procedures.

The allocation of indivisible goods, 
in particular, gives rise to ques-
tions that are both mathematically 
challenging and deeply practical. A 
paradigmatic use case is dividing a 
jewelry or art collection between sev-
eral heirs. Since the goods cannot 
be split between participants, envy-
freeness cannot be guaranteed. In-
stead, let us allow one participant to 
prefer the bundle of goods allocated 
to another, but it must be the case 
that removing any good from the 
bundle of the latter participant will 
always eliminate the former’s envy; 
this property is known as envy-free-
ness up to any good, or EFX for short. 
Furthermore, suppose the value each 
participant has for a bundle of goods 
is simply the sum of values of individ-
ual goods. Is an EFX allocation guar-
anteed to exist? This fundamental 
and deceptively accessible question 
is open. In my view, it is the successor 
of envy-free cake cutting as fair divi-
sion’s biggest problem.

Taking a broader perspective, in re-
cent years the term “fairness” is being 
used by machine learning researchers 
to refer to lack of bias or discrimination. 
This viewpoint is rooted in Rawlsian 
ethics and might seem to be at odds 
with the preference-based notions of 
fairness favored by eight decades of 
research in fair division. Neverthe-
less, there are strong synergies be-
tween the two fields. In particular, 
well-established fairness notions like 
envy-freeness can—and should—help 
guide the design of ethical AI. 

Ariel D. Procaccia is Gordon McKay Professor of 
Computer Science at Harvard University, Cambridge,  
MA, USA.

Copyright held by author.

T H E  C A K E - C U T T I N G  P RO B L E M  is the 
brainchild of the noted mathemati-
cian Hugo Steinhaus, who formulated 
and studied it in the early 1940s, even 
as he was hiding from the Nazis who 
occupied his native Poland. The ques-
tion Steinhaus asked is one that must 
have occurred to many others too (al-
beit probably under circumstances 
that afford greater accessibility to 
cake): How does one fairly divide a 
cake between multiple people? The 
difficulty is that the cake is heteroge-
neous, and the participants have dif-
ferent preferences, so simply giving 
them pieces of equal size will not do.

On a conceptual level, Steinhaus’ 
main insight was that fairness—an 
ostensibly abstract idea—can be 
specified mathematically. One partic-
ular notion has emerged as the epit-
ome of fairness: envy-freeness, which 
means that each participant prefers 
her piece of cake to the piece given to 
any other participant.

So, what is an algorithm that would 
produce an envy-free division of the 
cake for two players? Easy: I cut; you 
choose. I am not envious because I am 
indifferent between the two pieces, 
and you get the piece that you prefer. 
And for three players? That is already 
tricky. The general case was open for 
decades and considered a major open 
problem, until it was solved in 1995 by 
Steven Brams and Alan Taylor.

The envy-free protocol of Brams 
and Taylor is guaranteed to terminate 
with an envy-free allocation of the cake. 
However, the running time of this algo-
rithm is unbounded: by carefully tun-
ing the preferences of the participants, 
it is possible to make the protocol per-
form an arbitrarily large number of 
steps. Consequently, as soon as Brams 
and Taylor solved the envy-free cake-
cutting problem, they immediately 
launched a new problem to the top of 
fair division’s most wanted list: the 
existence of a bounded envy-free cake-
cutting protocol.

This problem stood its ground for 
two decades, until it was cracked by 
Aziz and Mackenzie in 2016. Their 
solution is presented in the follow-
ing paper; it is an intricate protocol, 
which builds on previous ideas while 
adding several ingenious ingredients 
into the mix.

So, should aspiring cake cutters 
hang up their spurs? Not quite yet. 
The number of steps required by the 
Aziz-Mackenzie protocol is bounded 
by a function of the number of partici-
pants—but that function grows comi-
cally fast. In fact, for just two partici-
pants, the bound is a number whose 
number of digits is so large that it itself 
has almost 20,000 digits! This begs the 
question of whether there exists a cake-
cutting protocol that is both envy free 
and computationally efficient.

Looking beyond cake cutting, fair 
division algorithms have been tran-
sitioning from theory to practice. For 
example, envy-free solutions to the 
rent division problem—assigning 
rooms to housemates and dividing the 
rent between them— are used widely. 
Other applications include allocating 
computational resources, assigning 
seats in college courses to students, 
and even eliminating gerrymandering 
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Abstract
We consider the well-studied cake cutting problem in 
which the goal is to find an envy-free allocation of a divisible 
resource based on queries from agents. The problem has 
received attention in mathematics, economics, and com-
puter science. It has been a major open problem whether 
there exists a discrete and bounded envy-free protocol. We 
report on our algorithm that resolved the open problem.

1. INTRODUCTION
The cake cutting problem is a fundamental mathematical 
problem in which the ‘cake’ is a metaphor for a heteroge-
neous divisible resource represented by the unit interval  
[0, 1].4 The resource could represent time, land, or some 
computational resources. The goal is to allocate the cake 
among n entities that are referred to as ‘agents.’ Each agent’s 
allocation consists of a collection of subintervals. Each of 
the agents is assumed to have additive and nonnegative 
valuations over segments of the interval. A cake-cutting 
algorithm/protocol interacts with the agents in order to 
identify a fair allocation.

One of the most important criteria for fairness is 
envy-freeness. An agent envies another if she would have 
preferred to receive the other’s piece rather than hers. A 
cake cutting protocol/algorithm is called envy-free if each 
agent is guaranteed to be nonenvious if she reports her 
real valuations. If a protocol is envy-free, then an honest 
agent will not be envious even if other agents misreport 
their valuations.

The interaction of the protocol with the agent uses two 
types of queries Evaluate and Cut. Evaluate asks an agent 
i to report her value for the subinterval between two points 
x and y. Cut asks an agent i to choose a point y such that 
the interval between a given x and y is worth a given value t. 
This natural query model was popularized by Robertson  
and Webb.8

How does an envy-free protocol look like? This is perhaps 
best illustrated with the most famous envy-free cake cutting 
protocol. It is the Cut and Choose Protocol for two agents. 
One agent is asked to divide the cake into two equally pre-
ferred pieces. The other agent is then asked to pick her most 
preferred piece whereas the cutter gets the remaining piece. 
The protocol is explained pictorially in Figure 1. It is for-
mally specified as Algorithm 1. For a piece of cake D (which 
is just a subset of the cake), we write Vi(D) to denote the agent 
i’s value for the piece D. The proof that the Cut and Choose 
Protocol is envy-free is as follows. Agent 1 gets one of the 
equally preferred pieces so she is not envious. Agent 2 gets 
the piece that she prefers at least as much as the other piece 
so she is also not envious.

The original version of this paper, entitled “A Discrete and 
Bounded Envy-Free Cake Cutting Protocol for Any Number 
of Agents,” was published in the Proceedings of the 57th  
Symposium on Foundations of Computer Science, (2016), 416–427.

Algorithm 1. Cut and choose protocol.

Input Cake R = [0, 1] and two agents 1 and 2.
Output An envy-free allocation of R.
 1:  Ask agent 1 for her value V1(R). Then ask agent 1 to place 

a mark x on the cake so that V1(0, x) = V1(x, 1). Divide the 
cake into two pieces [0, x] and [x, 1].

 2:  Ask agent 2 for her value V2(0, x) and V2(x, 1). If V2(0, x) 
≥ V2(x, 1), give agent 2 piece [0, x]. Otherwise, give piece  
[x, 1] to agent 2.

 3: Give agent 1 the remaining piece.

1. Agent 1 cuts the
cake into 2 equally

preferred pieces

2. Agent 2 chooses
her more preferred

piece

1 2

2

3. Agent 1 gets the
remaining piece

Figure 1. Cut and choose protocol.

Is there a cake cutting algorithm that is envy-free for three, 
four, or more number of agents? The question has been the topic 
of intense study in the past decades. It dates back to the work of 
mathematician Hugo Steinhaus who presented the cake cutting 
problem in the 1940s.8,9 For an enjoyable overview of the history 
of the cake cutting problem, we refer to the Communications 
of the ACM paper by Procaccia7 the popular book by Brams 
and Taylor.4 For the case of three agents, an elegant protocol 
was independently discovered by John L. Selfridge and John 
H. Conway around 1960. Before our work, a general envy-free 
cake cutting algorithm using a finite number of steps and cuts 
was proposed by Brams and Taylor.3 However, it can require 
an arbitrarily large number of steps, even for four agents. This 
led to the question of whether there exists a bounded envy-free 
algorithm. In other words, does there exist an envy-free algo-
rithm that has a provable bound on the number of steps which 
is only dependent on a function of n (the number of agents)?

In this paper, we report on the first bounded and envy-
free cake cutting algorithms.1,2 Next, we present the ideas 
behind the general algorithm.

http://dx.doi.org/10.1145/3382129
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2. THE PROTOCOL: AN OVERVIEW
At a high level, our protocol (which is referred to as the Main 
Protocol) allocates a large enough portion of the cake in 
an envy-free manner. After that, it tries to add some small 
portions of the unallocated cake to the allocated part in a 
structured and envy-free manner with the goal to reduce 
the problem to envy-free allocation for a smaller number of 
agents. Throughout the protocol, there is a partial allocation 
of the cake that is maintained to be envy-free. By partial we 
mean that the whole cake may not be allocated.

The Main Protocol makes calls to other protocols (in partic-
ular the Core Protocol, Discrepancy Protocol, and the GoLeft 
Protocol) in order to find an envy-free allocation. The Core 
Protocol is used to obtain an envy-free partial allocation. 
The Main Protocol applies it many times on the unallocated 
cake to make the unallocated cake smaller and smaller.

After finding a large enough envy-free partial allocation, 
the Main Protocol uses two possible ways to decompose our 
problem into one involving a smaller number of agents. The 
first case is when we find a situation where some agents are 
mainly interested in one part of the unallocated cake and 
other agents are mainly interested in the remaining part. 
This discrepancy in valuations of the agents is exploited by 
the Discrepancy Protocol. If the first case does not arise, we 
use the GoLeft Protocol to exchange suballocations of agents 
to enable one set of agents to “dominate” the other agents. 
The dominating agents think they will not be envious of the 
dominated agents even if one of the dominated agents gets 
all the unallocated cake. In that case, we reduce our prob-
lem to that involving the remaining cake and the dominated 
agents. Domination is a key idea on which our protocol is 
based and which helps us reduce our problem to a smaller 
problem. See Figure 2 for an overview of the Main Protocol.

Figure 3 presents a realizable sequence of steps that cap-
ture some of the key ideas of our protocol.

3. THE PROTOCOL: MORE DETAILS
In this section, we give more details of each of the compo-
nents of the Main Protocol.

3.1. Core protocol
A crucial building block of our protocol is the Core Protocol 
which finds a partial allocation that is envy-free.

The Core Protocol asks one of the n agents—the 
“cutter”—to divide the cake into n equally preferred pieces. 
Recall that this step is similar to the first step of the Cut and 
Choose Protocol. It then finds a possibly partial allocation 
in which each agent’s allocation is a contiguous piece of the 
cake. Each agent receives one of the pieces defined by the 
“cutter”. The agents may get the pieces in trimmed form. We 
guarantee the cutter as well as at least one other agent to get 
a full piece, and that no agent envies another agent. Another 
feature of the allocation is that for each piece that is partially 
allocated, the exact point at which it has been cut off corre-
sponds to the mark by another agent to ensure she is not envi-
ous of that piece. When we first designed the Core Protocol, it 
was designed to establish the existence of an allocation that 
satisfies the properties discussed above. Once the existence 
of such an allocation is established, there is a simpler way 
to define a protocol which achieves such an allocation. The 
general idea for the simplified version was made explicit in 
an interesting and detailed follow-up paper, which solved the 
sister problem for the case of chores or burnt cake (agents 
have nonpositive valuations).5 Here we present a simplified 
version of the Core Protocol (Algorithm 2) for cake cutting. 
The protocol requires at most (n!)2n queries.

Algorithm 2. (Simplified) core protocol.

Input Agent set N, a cutter i ∈ N and cake R.
Output An envy-free allocation of cake R′ ⊆ R for agents  
in N and an updated unallocated cake R \ R′.
   1:  Ask agent i to cut the cake R into n equally preferred 

pieces (p1,…, pn).
   2: for each permutation  of N \{i} do
   3:      for each permutation  of the n pieces  

(p1,…, pn) do
   4:    Give p′1 to i
   5:    for j = 2 to n do
   6:         Give p′j to a′j. Ask a′j to trim any of the pieces  

 if needed so the value of the pieces does not 
exceed the value a′j has for her allocation p′j.

   7:              if the allocation p corresponding to the permutation 
of agents and pieces is envy-free then

   8:      return the allocation p (which is called a Core 
allocation)

   9:   else
10:     Reattach the trimmed parts to regain the original 

pieces.

In the Core Protocol, the cutter agent gets a full piece. 
Another agent also gets a full piece. So from the cutter’s per-
spective, at least 2/n of the cake is allocated by one call of 
the Core Protocol. Equivalently, the cutter thinks that her 
value of the remaining cake is at most (n − 2)/n of her value of 
the full cake.

If we call the Core Protocol with a different cutter each 
time to further allocate the unallocated cake, we just need 
n calls of the Core Protocol to obtain an envy-free partial 
allocation which also satisfies proportionality (gives each 
agent value at least 1/n of the whole cake). Algorithm 3 does 
exactly that and in n!2n2 queries finds a partial allocation that 

Main  Protocol
Goal: Find an envy-free allocation of the whole cake.

1. Call the Core Protocol (that finds an envy-free partial allocation)
several times to get a larger and larger envy-free allocation.

2. Decompose the problem into one with a smaller number of agents 
via two possible ways: 

a) Call the Discrepancy Protocol (that exploits how agents value
different parts of the unallocated cake): we get two smaller
subproblems. 

b) If there is no discrepancy, call the GoLeft Protocol (implements
exchanges of some pieces to enable one set of agents to dominate
the other agents). We get one smaller subproblem (with less
number of agents). 

Figure 2. A bird’s-eye view of our protocol.
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Figure 3. Illustration of some of the ideas of the protocol. The terminal states are 6’ and 10.

1. We are dividing the cake among four agents.
Agent 2 cuts the cake into 4 equally preferred

pieces.

1 2 3 4

2. An envy-free partial allocation is achieved via
the Core Protocol. Two of the agents (agents 3
and 4) get full pieces in the allocation. We find

out that agent 2 and 4 dominate agent 1.

1 2 3 4

4. Agent 4 has zero value for the unallocated
cake so it does not need to be allocated any

further cake. Agent 2 cuts the unallocated cake
into 3 equally preferred pieces.

1 2 3 4

3. The unallocated cake is reassembled for
further allocation.

1 2 3 4

1 3 2

5. An envy-free partial allocation is achieved in
the second row. We find out that even for the

second envy-free allocation, agent 2 dominates
agent 1 (even if all the unallocated cake is given

to agent 1, agent 2 will not be envious).

1 2 3 4

1 3 2

1,3 2

6’. If agents 1 and 3 only like one part of the
unallocated cake and agent 2 only likes the other
part of the unallocated cake, we can fairly divide
the respective parts to the agents who like them.

These types of situations are handled by the
Discrepancy Protocol.

1 2 3 4

3

1 3 2

6. We suppose here that there is no discrepancy
(see 6’. for the other case). For the first envy-free
allocation in the top row, we ask agent 3 to cut
out a piece from the unallocated cake to reflect

her advantage over agent 1.

1 2 3 43

1
2

1 3 2

7. The cutout ‘extracted’ piece is placed along
with the corresponding allocation. For the first

envy-free allocation in the top row, we ask agents
1 and 2 to cut out a piece from the unallocated

cake to reflect their advantage over agent 3.

1 2 3 43
1
2

1 3 2

8. The cutout ‘extracted’ pieces are placed along
with the corresponding allocation.

3 2 1 4

1 3 2

9. Agents 1 and 3 are made to swap their
allocations in the top row. When they swap, they
get the additional extracted piece placed next to

the new piece they get. These types of exchanges
happen in the GoLeft Protocol. After the

exchange, agent 2 dominates both agents 1 and 3.

3 2 1 4

1 3 2

1 3

10. The unallocated cake is divided among
agents 1 and 3 in an envy-free way.
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by calling the Core Protocol a bounded number of times 
with i as the cutter. We explain this idea below.

Suppose we partially allocate the cake and agent i gets 
allocation Xi whereas agent j gets allocation Xj. Suppose that 
agent i thinks she has a significant advantage over agent j:

Consider the situation where we run the Core Protocol over 
the unallocated cake R with agent i as the specified cutter and 
we do it B times so that the eventual unallocated cake is R*. Then

Thus, after B calls of the Core Protocol, agent i who previously 
had a significant advantage over agent j now dominates her:

When we get a Core Protocol outcome, the cutter already 
has a significant advantage over the agent who got the least 
cake in the cutter’s estimation. This significant advantage 
can easily be converted into domination by calling the Core 
Protocol. The main challenge is to obtain domination rela-
tions between more pairs of agents. Throughout the main 
protocol, the tentative partial allocation remains envy-free. 
Secondly, if an agent dominates another agent, the domina-
tion is maintained despite updates to the allocation.

3.3. Extraction
After we have called the Core Protocol on the updated unal-
located cake, a sufficient but bounded number of times, we 
are in a position to extract from the residue. In each of the 
calls of the Core Protocol, there was a corresponding envy-free 
allocation. By envy-freeness, in each such allocation, each 
agent j has a nonnegative advantage over another agent i. 
For each of the Core allocations and for each i, j ∈ N, agent  
i is asked to extract a piece from the unallocated cake of 
value of the advantage over j in that Core allocation.

The extracted piece e will be in consideration to be 
attached to i’s corresponding allocated piece so that j is 
indifferent between her allocation and i’s allocation. If 
j’s intended extraction has a significant value, we do not 
extract because we only want to extract pieces from the 
remainder which are not significant for all the agents. If the 
intended extraction is not significant, we put it on a side for 

satisfies envy-freeness and proportionality—two of the most 
important fairness concepts.a The remainder of the paper 
describes what to do when we do want to allocate the 
whole cake.

Algorithm 3. An envy-free and proportional protocol.

Input Agent set N and cake R.
Output An envy-free and proportional allocation of the cake 
that may not allocate the whole cake.
 1: for i = 1 to n do
 2:      if there is unallocated cake, then run the Core Proto col 

on the unallocated cake with i as the specified cutter.
 3: return the allocation.

3.2. Domination and significant advantage
As the Core Protocol by itself is not powerful enough to 
allocate all the cake in bounded time, we rely on the idea of 
domination with the goal to decompose our problem into 
one involving a fewer number of agents. In this section, we 
denote an agent i’s allocation by Xi.

Recall that in an envy-free allocation, each agent i thinks 
she has an advantage (even if it is zero advantage) over each 
other agent j:

Domination is an extreme form of advantage. An agent i 
dominates another agent j if she is not envious of j even if the 
unallocated cake R is given to j:

The other protocols are used with the following objective 
in mind: find a set of agents A ⊂ N such that each agent in  
N \ A dominates each agent in A. In order to ensure that each 
agent in some set N \ A dominates each agent in A, it requires 
changing the current allocations of the agents as well as the 
unallocated cake. While doing these changes, we ensure that 
the current partial allocation remains envy-free. By identify-
ing such a set N \ A, we reduce the problem to envy-free allo-
cation for a smaller number of agents. The agents in N \ A 
are not envious whatever the unallocated cake is allocated 
among agents in A. This crucial idea is illustrated in Figure 4.

Dominance of an agent i over another agent j has a close 
relation with agent i considering herself as having a ‘sig-
nificant advantage’ over j. In order to define significance, 
we consider a suitable large constant bounded by some 
function over n. For a partially allocated cake, and piece a, 
an agent i finds value Vi(a) significant if the value is at least 

 where R is the unallocated cake
Significance of a piece is with respect to the residue, so 

if the residue becomes smaller, a significant value remains 
significant. The rationale for defining a significant value is 
that if an agent i thinks she has a significantly higher value 
for her allocation than she has for agent j’s allocation, then 
this significant advantage can be changed into domination 

a Note that finding an envy-free allocation that may be partial is a trivial 
problem: allocate nothing!

1 3

2 4

Figure 4. In the figure, an agent points to another agent if the former 
dominates the latter. Suppose we find an envy-free partial allocation 
among four agents such that each agent in {2, 4} dominates each 
agent in {1, 3}. Then we can simply allocate the remaining cake 
among agents in {1, 3} in an envy-free way.
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of calls of the Core Protocol the situation where for each 
agent i, either Vi(e) ≥ Vi(R)n or Vi(e) ≤ Vi(R)/n. This situation is 
explained in Figure 7.

Algorithm 4. Main protocol—high-level sketch.

Input: Cake R and a set of agents N.
Output: An envy-free allocation.
 1:  Core Allocations: generate core allocations by repeat-

edly dividing the unallocated cake via the Core Protocol 
a bounded number of times.

 2:  Extraction: extract pieces from the residue correspond-
ing to the core allocation pieces as long as the pieces are not 
significant for any agent as explained in Section 3.3. While 
extracting pieces, if some piece a is significant for at least 
one agent, call the Discrepancy Protocol as explained in 
Section 3.4. It ensures that now either all agents consider 
the piece significant (in which case it is not attached) or we 
decompose the main problem into two subproblems for 
the Main Protocol where some agents are to be given a and 
the others are to be given the remaining unallocated cake.

 3:  GoLeft: Call the GoLeft Protocol to attach extracted pieces 
to the corresponding Core allocations. The GoLeft protocol 
returns a subset of agents A ⊂ N such that each agent in  
N \ A dominates each agent in A. The central idea of GoLeft 
is to facilitate exchanges of suballocations of agents.

 4:  Call the Main Protocol to allocate the remaining cake  
to agents in A.

 5: return allocation of the cake to the agents.

If Vi(e) ≥ Vi(R)n, then i is predominantly interested in e 
rather than the residue. If Vi(e) ≤ Vi(R)/n, then i is predomi-
nantly interested in R. Because the piece that agents are 
predominantly interested in has n times more value than 
the other piece, any agent who gets an envy-free (and hence 
proportional) allocation of the preferred piece also gets at 
last 1/n value of the preferred piece. The value is at least as 
much as the value of the piece that is less preferred.

3.5. Main protocol
Continuing to call the Core Protocol on the updated remain-
ing cake gives no guarantee that the cake will be allocated 
fully even in finite time. Hence, we need to use other proto-
cols which are called by the Main Protocol. We gave an intu-
itive idea of the Main Protocol in Figure 2. We give a more 
detailed high-level sketch of the protocol in the form of 
Algorithm 4.

The first two stages of the Main Protocol are making calls 
to the Core Protocol to further allocate the cake and then to 

consideration for attachment. If it cannot be made unani-
mously insignificant, then we say that the piece is discrepant 
and we call the Discrepancy protocol which either exploits 
or ‘eliminates’ this discrepancy.

Figure 5 shows how agents extract pieces from the unallo-
cated cake R. In the figure, we consider extractions by agents 
2, 3, and 4 based on their advantage over agent 1. Agent 2 
thinks that her advantage over agent 1 is of the same value 
as her value for the leftmost extracted piece. Agent 4 thinks 
that her advantage over agent 1 is of the same value as the 
sum of her values for two leftmost extracted pieces.

The extracted pieces will be attempted to be attached to 
agent 1’s piece as indicated in Figure 6.

Suppose we have a set of Core Protocol allocations and 
the corresponding extracted pieces placed in the appropri-
ate order. We call a set of Core Protocol allocations isomor-
phic to each other if for each piece ci in agent i’s allocation, 
the agents who extracted cake from the residue and associ-
ated to ci are the same and did so in the same order. Later, 
we will identify a subset of Core Protocol allocations that 
are isomorphic to each other. Isomorphic allocations will be 
considered later by the GoLeft Protocol.

3.4. Discrepancy protocol
When pieces are being extracted from the residue, it may be 
the case that one of the pieces e in consideration for extrac-
tion is significant for some agent. In that case, the piece is 
not extracted and the Discrepancy Protocol is called that 
either eliminates or exploits this discrepancy. The discrepant 
piece e is kept aside from the residue. If the piece is “almost 
significant,” we can make it significant by reducing the resi-
due by calling the Core Protocol a bounded number of times.

By doing this, either the discrepant piece becomes unani-
mously significant or we still have the case that some agents 
consider e significant and others do not. The first case is 
helpful because there is no discrepancy in terms of signifi-
cance and our protocol makes use of this consistency. In the 
second case, if there exists some i ∈ N such that Vi(R)/n < Vi(e) < 
Vi(R)n, we continue running the Core Protocol with agent i 
as the cutter. By doing so, we achieve in a bounded number 

1 2 3 4

Figure 6. Extracted pieces placed next to agent 1’s allocation for the 
purpose of attachment.

A N \ A

Figure 7. Discrepancy. Agents in A think that the left part has n times 
more value than the right part. Agents in N \ A think that the right part 
has n times more value than the left part. In that case, if we allocate 
the left part to A in an envy-free way and the right part to N \ A in an 
envy-free way, we obtain an overall envy-free allocation for N.

1 2 3 4

2 4 3

Figure 5. Agents extracting pieces from the remaining cake up to 
their advantage over agent 1.
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pieces held by them in S have not had n − 1 attachments). T′ is 
the set of nodes/agents such that the isomorphic pieces held 
by them in S have had n − 1 attachments.

The protocol identifies a cycle in the permutation graph 
that includes at least one node i from T. Such a cycle always 
exists. In each of the working set S of isomorphic alloca-
tions, we implement an exchange of pieces held by agents 
in the cycle: each agent in the cycle is given the piece cor-
responding to the node that the agent points to in the cycle. 
After implementing the exchange, the permutation graph 
is updated to reflect the exchange. In the exchange, if an 
agent gets an inferior piece, she always gets the additional 
extracted pieces associated with it up till the agent’s extrac-
tions. Hence, each agent’s value from her allocation is pre-
served in each allocation in S even if she gets a different 
piece than in the original Core allocation. For any agent i, 
as long as no agent gets extracted pieces beyond i’s extrac-
tion, i will not be envious. In the GoLeft protocol, it can be 
the case that some agent j gets extracted pieces beyond i’s 
extracted pieces but before any such attachments in the last 
part of the GoLeft protocol, we ensure that no envy arises.

After implementing the cycle, we focus on a node i ∈ T that 
was in the cycle. For agent/node i, we know that for all alloca-
tions in the working set S, agent i has been allocated the origi-
nal isomorphic pieces ck as well as all associated pieces up till 
i’s extracted piece. If the piece of cake agent i is currently allo-
cated in the allocations S has no more extracted pieces left to 
attach to it, but it has not had n − 1 attachments, this means 
that all agents who have not had their corresponding piece 
extracted/attached have a significant advantage over agents 
who have had an extracted piece attached. In this case, the 
GoLeft Protocol returns the set of dominated agents to the 
Main Protocol and we are left with a smaller envy-free alloca-
tion problem because it involves a fewer number of agents.

In case node i does not lead to an exit from the GoLeft 
Protocol, we know that there are associated pieces that can 
still be attached to the isomorphic pieces held by i in the 
working set of Core allocations S. We focus on the next set 
of associated pieces ek(l+1) that we are interested to attach 
to the pieces ck that have already had associated pieces 

 attached in their corresponding main pieces ck  
(see Figure 9). Additionally attaching pieces ek(l+1) to pieces  
ck is useful in making the agent who extracted them inter-
ested in the pieces ck because of the additional ek(l+1) as well 
as the previous attachments.

Avoiding envy when attaching extracted pieces. Naively 
attaching the pieces can be problematic and spoil the envy-
freeness of the allocation that we maintain. We deal with the 
issue as follows.

– The agents who did not extract pieces associated with 
the ck pieces as well as agents who extracted pieces that 
have not been attached are asked to ‘reserve’ a big 
enough subset S′ ⊂ S of allocations in which they value 
the difference between their bonus value for ck and the 
extracted pieces currently attached to ck the most. These 
allocations S′ are removed from S and their remaining 
unattached associated pieces are sent back to the resi-
due. By maintaining the advantages in the Core alloca-

implement the extraction as explained in the previous sec-
tions. While pieces are being extracted, we may have to call 
the Discrepancy Protocol. Throughout the steps of the Main 
Protocol, we maintain an envy-free allocation as well as keep 
track of the updated unallocated cake. After that, the Main 
Protocol calls the GoLeft Protocol. In the subsequent sec-
tion, we give further details of the GoLeft Protocol.

3.6. GoLeft protocol
In this section, we give an overview of the GoLeft Protocol 
(Algorithm 5). When the GoLeft Protocol is called, we already 
have a bounded number of envy-free allocations due to the 
calls to the Core Protocol. We also have extracted pieces 
from the residue that will be considered for attachments to 
the corresponding Core allocations of the agents.

The purpose of extracting pieces from the residue is that we 
can attach them to the corresponding Core allocation piece 
of i so that j is indifferent between her allocated piece and i’s 
piece. This makes it easier for j to switch one of her pieces if 
she gets the additional insignificant extraction. Making agents 
exchange their allocations while additionally giving them 
additional extracted pieces is useful to diversify the relations 
of agents having a significant advantage over others.

We elaborate on why attachment is helpful to obtain addi-
tional significant advantages. Let us say that in a number of 
Core allocations, agent k has a significant advantage over 
agent i’s allocation and agent j has an insignificant advan-
tage over i’s allocation. In order for k to have a significant 
advantage over j rather than i, we want to make some local 
envy-free preserving operations so that j gets i’s allocated 
piece along with j’s insignificant extraction corresponding 
to j’s advantage over that piece of i’s.

Permutation graph. When the GoLeft Protocol starts, it 
first identifies a working set S of C Core allocations from out 
of the C′ Core allocations that we focus on. As C′ is chosen to 
be large enough, we can find C Core allocations that are iso-
morphic. The protocol then constructs a permutation graph 
corresponding to the working set of isomorphic allocations.

In the permutation graph, each node i corresponds to an 
agent i who holds a set of isomorphic pieces along with her 
attached extracted pieces in the working set of isomorphic 
allocations S. Agent i points to agent j if j holds isomorphic 
pieces in S that have had all attachments up till i’s extracted 
pieces. Each node has an indegree of one. Initially, the per-
mutation graph consists of all nodes having self-loops (see 
Figure 8).

We divide the nodes of the permutation graph into sets T 
and T′. Set T is the set of nodes/agents such that the isomorphic 

1 2 3 4

1 2 3 4234 314 1 231

Figure 8. Initial state of the permutation graph along with the 
corresponding state of an allocation representative of the working 
set of isomorphic allocations.
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they value the ek(l+1) pieces. We call these allocations S″. 
The ek(l+1) pieces from S″ are bunched together and the 
Main Protocol is called to divide this cake in an envy-
free way among the agents indexed from 1 to l where l is 
strictly less than n. As envy-freeness implies propor-
tionality, they derive enough value that they will not be 
envious if the agent indexed l + 1 gets all other pieces in 
set ek(l+1). The corresponding set of allocations S″ is then 
removed from consideration for updates.

Hence, each time we attach isomorphic extracted pieces 
ek(l+1) to isomorphic pieces ck, we ‘freeze’ allocations S′ ∪ S″ 
from the working set S and still maintain an envy-free alloca-
tion. Note that in the allocations that remain in S, agents may 
currently hold a different isomorphic piece than they previ-
ously did, but as they also hold the corresponding attach-
ments associated with the isomorphic piece, each agent’s 
total value in each isomorphic allocation in S stays the same. 
In Figure 10, we show the states of the permutation graph 
and the corresponding representative Core allocation as well 
as the corresponding extracted pieces.

When the protocol attaches extracted pieces ek(l+1) to allo-
cated pieces ck currently held by agent l, it deletes the incom-
ing edge of node/agent l and replaces it by an edge coming 
from agent l + 1 who extracted pieces in ek(l+1). Intuitively, l + 1 
is now willing to be allocated to c and its attached pieces 
instead of her current pieces in S. We delete previous edges 
to ensure that until termination, nodes in T have an inde-
gree of exactly 1, which guarantees that no matter the cycle 
involving a node in T found by the protocol, we will make 
progress towards termination. The following example shows 
how progress is made in attaching extracted pieces to the 
working set of isomorphic Core allocations.

Example 1. In Figure 10, we demonstrate how the permuta-
tion graph along with the working set of isomorphic allocations 
changes in the GoLeft Protocol. Note that even when the represen-
tative allocation changes, there still exist allocations isomorphic 
to the previous representative allocations but these allocations 
have been removed from consideration from the working set of 
allocations. The colored/shaded pieces represent the pieces given 
by the Core Protocol to each agent. The small pieces on the left 
of the colored pieces are extracted pieces, each labeled by the 
agent who extracted it. At first, the extracted pieces are associ-
ated with a specific allocated piece. Then they are attached to it 

tions S′, such agents will not be envious even if some agent 
in {1, …, l} additionally gets all other extracted pieces 
ek(l+1) in the remaining Core allocations in S.

Algorithm 5. GoLeft protocol—high-level sketch.

Input: Set of C′ allocations, extracted pieces corresponding 
to the C′ Core allocations, and residue R.
Output: A set of agents A ⊂ N such that agents in N \ A domi-
nate agents in A.
 1:  Select C isomorphic allocations (set S); Build the per-

mutation graph.
–  T, the set of nodes with pieces for which n − 1 

extracted pieces have not been attached.
–  T′, the set of nodes with pieces for which n − 1 

extracted pieces have been attached.
 2: while there is a node in T do
 3:    Find a cycle that includes a node that is from T (such a 

cycle always exists).
 4:    In the cycle identified, let each agent in the cycle get 

the allocation she points to up till her extractions.
 5:    if there is a piece p corresponding that is not from T′ 

but has no more associated pieces to be attached then
 6:     Consider the set of agents A who either owned the 

original piece p or whose extracted pieces have already 
been attached to p. Return the dominated set of agents A.

 7:   Attachment: consider the set of isomorphic Core allo-
cation pieces {ck} that have already had associated pieces 

 attached to them but some extracted 
pieces have not been attached. Attach in a subset of the 
allocations in C′ the set of extracted pieces {ek(l+1)} to the 
set of pieces {ck}, thus making {ck} desirable to the agent 
who extracted {ek(l+1)}. In order to attach the pieces with-
out creating envy, a subset S′, S″ ⊂ S of Core allocations 
is removed from the working S of Core allocations. The 
Core allocations in S′ ∪ S″ do not undergo attachments or 
further changes. Update the permutation graph to reflect 
the attachment. If the piece has had all n − 1 extracted 
pieces attached, add the corresponding node to T ′ and 
make every node point to it.

– The agents indexed from 1 to l who have all already had 
their extracted pieces attached to ck are asked to choose a 
high enough fraction of the Core allocations in S in which 

Piece allocated to Agent 1.
...

...
...

123l

ek(l+1)

l + 1l + 2k + 1k + 2n − 1n

N \ A A

Figure 9. Illustration of the GoLeft protocol on a particular piece of cake that is originally allocated to agent 1. Agents k + 2 to n will not go left 
and are the prospective dominators because they find the shaded space between the trims of k + 2 and k + 1 significant. Agents 2 to k + 1 are 
the agents that go left.
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agents in N \ A could not extract such pieces is because they had a 
unanimous significant advantage over the agent indexed 1 who 
got the pieces ck. By gradually attaching (unanimously insignifi-
cant) associated piece to pieces ck and ensuring that all agents 
who did extract the corresponding pieces do get some isomor-
phic piece in ck (along with the associated insignificant attach-
ments), we make sure that agents in N \ A now dominate agents 
in A. At this point, we can return from the GoLeft Protocol. We 
have successfully reduced our envy-free allocation problem to 
that involving less number of agents. By recursively calling the 
Main Protocol to allocate the remaining cake to agents in the 
smaller set A, we eventually allocate the whole cake.

4. CONCLUSION
We presented a high-level overview of our bounded envy-free 
protocol. The protocol has an upper bound that is a power 
tower of six n’s. In the other direction, any envy-free protocol 
requires at least Ω(n2) queries.6

We additionally show that even if we do not run our pro-
tocol to completion, it can find in at most n calls of the Core 
Protocol a partial allocation of the cake that achieves pro-
portionality (each agent gets at least 1/n of the value of the 
whole cake) and envy-freeness. If we allow for partial alloca-
tions, an interesting open problem is the following one: can 
envy-freeness and proportionality be achieved in a polyno-
mial number of steps?

Acknowledgments
Haris Aziz is supported by a UNSW Scientia Fellowship. He 
thanks Xin Huang, Sven Koenig, Omer Lev, Bo Li, and Simon 
Rey for helpful feedback. He also thanks Simon Rey for his 
help in making some of the figures. 

(represented by the dotted lines). Finally, when a colored/shaded 
piece is real-located to a new agent, the extracted pieces attached 
to it are also allocated to the new agent (in the diagram we now 
aggregate the extracted piece to the main piece). In the second state 
of the isomorphic allocation, agent 2 points to agent 1 because the 
piece extracted by agent 2 has been attached to 1’s held piece. In 
the third state of the isomorphic allocation, agent 3 points to agent 
2 because the piece extracted by agent 3 has been attached to 2’s 
held piece. In the fourth state of the isomorphic allocation, agent 
1 points to agent 3 because the piece extracted by agent 1 has 
been attached to 3’s held piece. In the fifth state, the agents 1, 2, 
and 3 exchange their currently held piece and are allocated cake 
up to their extracted piece. In the fifth (last) state of the isomorphic 
allocation, agent 1 holds a piece up till her extraction but neither 
agent 2 or 4 extracted pieces for the piece that agent 1 holds. This 
means that agents 2 and 4 have a significant advantage over agent 
1. Initially, the piece was held by 3 and still is in discarded isomor-
phic allocations. This implies a significant advantage of 2 and 4 
over 3. Therefore, agent 2 and 4 can be made to dominate 1 and 3.

By attaching enough extracted pieces in the appropriate 
order, the GoLeft Protocol finally arrives at a point where there 
is some isomorphic set of pieces ck in the set S for which all pos-
sible associated pieces have been attached but there is some set 
of agents N \ A who do not have associated pieces. The reason 
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I know that people are launching more 
open-source companies now, but I just 
could not figure out how to do it.

How else has the field changed over the 
course of your career?

It used to be, in computer science, 
you would come up with an idea, and 
you basically looked at all the good 
things it could do and all the positive 
scenarios it supported. Now, we’re see-
ing some very scary unintended conse-
quences. Technology has become such 
a prominent part of the world, and it’s 
done lot of good, but it’s also enabled 
some not-so-good things. People ex-
pect computer scientists to anticipate 
those scenarios, and some of them 
imagine that all we technologists need 
to do is take more ethics courses. I’m a 
little skeptical of that.

You’re back at Stanford after a leave of 
absence at BeBop, a development plat-
form acquired by Google in 2016. What 
are you working on?

Stanford has a rule that in any sev-
en-year window, you can take two years 
off for a sabbatical. In 1998, I took a 
leave to found VMware, and then more 
recently for BeBop, but I like it here at 
Stanford, with new students and new 
ideas coming in all the time.

One of the things I’ve been look-
ing at recently is a very old problem. If 
you have a bunch of computers—in a 
datacenter, for example—they all have 
clocks. We still use a pretty old proto-
col called network time protocol, or 
NTP, to synchronize those clocks. Es-
sentially, it involves stage messages 
saying, “I think my time is this. What 
do you think your time is?” You end up 
with clocks that are synchronized pret-
ty well from a human point of view, be-
cause everyone’s device looks like it’s 
showing about the same time.

But for a computer, in a program, 
it’s kind of worthless. I could easily 
send a message from one computer 
and find out that it arrived earlier than 
I sent it. So a colleague, Balaji Prabha-
kar, and I have been working on a new 
clock sync algorithm that can synchro-
nize clocks down into the single-digit 
nanoseconds. 

Leah Hoffmann is a technology writer based in Piermont, 
NY, USA.

© 2020 ACM 0001-0782/20/4 $15.00

When you 
worked through all the problems, your 
prototype took eight hours to boot.

But it still had all the debugging 
stuff in it, along with everything else 
we needed to figure out when some-
thing went wrong. At the time, my 
wife was running the company, and 
she said, “eight hours, that’s not go-
ing to work.”

And I told her, “this is incredibly 
good news. We know everything we 
have to do to run Windows; we just 
need to figure out how to make it run 
fast enough.”

VMWare was founded in 1998. Have 
your views changed at all since then 
about the relationship between univer-
sities and entrepreneurship? 

Researchers, especially in applied 
fields like systems, are always trying to 
make an impact. And one of the biggest 
ways you can make an impact is to take 
your ideas and change the way that in-
dustry does something—that’s sort of a 
best-case outcome. I’m very glad I was 
able to launch a company and move the 
industry to do things in a way that cre-
ates better outcomes for everyone. 

The other aspect of it is probably 
not as noble—you can make a lot of 
money. You look around, and there’s 
incredible wealth being created. If 
you’re not part of that, you’re going to 
end up being left behind or maybe not 
feel as successful.

VMware obviously had enormous im-
pact on the industry. Are there things 
you would have done differently, know-
ing how the cloud computing industry 
has evolved since then?

VMware was fabulously successful 
in terms of a business venture. It had a 
unique product, and it was able to charge 
money for it. But one of the reasons it 
didn’t become a standard virtualization 
platform is that major cloud computing 
vendors opted for an open-source solu-
tion rather than paying a high price for a 
proprietary piece of software.

I struggled with that at VMware. I re-
ally wanted to figure out how to make a 
product that was both successful and 
universally used. Would I do things dif-
ferently now? It’s a challenge. When 
you do something new, it takes a lot 
of resources to figure out how to do it, 
and you want to get rewarded for that. 

[CONT IN UE D  F ROM P.  128]
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would be able to run existing operat-
ing systems on them. 

Soon afterward, you and your students 
built a virtual machine monitor that 
could run multiple copies of commod-
ity operating systems on a multiproces-
sor—starting with a MIPS processor 
and then, when you decided to com-
mercialize your work, the Intel X86.

The Intel X86 was the dominant pro-
cessor at the time, though we didn’t really 
understand how complex it was. It was 
technically known as not virtualizable 
because it didn’t have adequate hardware 
support. So we had to figure out some 
techniques for doing that. Linux was pret-
ty simple, because it didn’t use very much 
of the X86. But Windows was taking for-
ever, and we kept discovering new things 
about the X86 architecture to figure out 
how to do it.

hardware machine that you could 
boot an operating system and all its 
applications on it. It was much, much 
slower than a real machine, but it let 
us model how the hardware was do-
ing under realistic workloads. 

Sequent Computer Systems, which was 
developing an operating system for 
multiprocessor machines, was inter-
ested in your work on scalable operat-
ing systems, but told you their team was 
too small to implement such a major 
change.

They also said they needed the 
machine to be able to run Microsoft 
Windows. So when I was on the plane 
back from Portland, it occurred to 
me that maybe if we just brought 
back the idea of virtual machines, 
and use that to sort of carve up these 
big machines we were building, we 

STANFORD UNIVERSITY PROFESSOR Mendel 
Rosenblum, recipient of the inaugural 
ACM Charles P. “Chuck” Thacker Break-
through in Computing Award, devel-
oped his groundbreaking virtual ma-
chines in the late 1990s as a way of 
enabling disparate software environ-
ments to share computing resources. 
Over the next two decades, these ideas 
would transform modern datacenters 
and power cloud computing services 
like Amazon Web Services, Microsoft 
Azure, and Google Cloud. Here, Rosen-
blum talks about scalability, systems 
design, and how the field has changed.

Virtual machines were pioneered by 
IBM in the 1960s. What prompted you 
to revisit the concept back in the 1990s?

When I got to Stanford, I joined up 
with John Hennessy, who was building 
a very large supercomputer with shared 
memory that scaled up to 4,000 proces-
sors. His group needed an operating sys-
tem, because existing systems couldn’t 
run on a machine of that size. That 
prompted me to start thinking about 
scalable operating systems. At the same 
time, I was working on another project 
about building operating systems on 
modern hardware. And I began trying to 
build simulation environments that you 
could run operating systems on.

This is the so-called SimOS machine 
simulator.

It was a piece of software that 
would run and look enough like the 

Q&A  
Reinventing  
Virtual Machines
The notion of scalable operating systems led Mendel Rosenblum  
to virtual machines, which have  revolutionized datacenters  
and enabled modern cloud computing.
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“Technology has 
become such a 
prominent part of the 
world, and it’s done 
a lot of good, but it’s 
also enabled some 
not-so-good things.”
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